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materials in structural applications
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deformation in manufacturing
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deformation in manufacturing

http://www.autoform.com/en/glossary/springback/

deep drawing

http://www.autoform.com/en/glossary/springback/
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deformation in manufacturing

spinning
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deformation in manufacturing

roll forming
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deformation in service
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deformation in service
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• strength / creep resistance 

• ductility 

• toughness 

• fatigue resistance

beneficial mechanical properties
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materials have multiscale hierarchy
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the challenges: polycrystallinity

monochromator with a relative bandwidth of 10−3!. The
grain map was reconstructed using the data processing route
described in this paper. A 3D rendered view of the resulting
map is shown in Fig. 5.

A second heat treatment of 24 h at 790 °C was used to
produce a thin film of grain boundary ! "hcp! precipitates.
The alpha phase is enriched with Al, while the beta phase is
enriched in Mo and Nb, as verified by energy dispersive
x-ray spectroscopy. This leads to a detectable difference in
electron density in PCT. A tomographic reconstruction of the
heat treated sample was produced from data acquired at
beamline ID19, ESRF. 1000 images were acquired at a pixel
size of 0.56 "m, using an energy of 40 keV and a sample to
detector distance of 150 mm. "Fig. 6!

B. Image processing and segmentation

The PCT data set showing the grain boundary precipita-
tion can be used as a reference against which to assess the
accuracy of grain shapes in the DCT grain map. However, it
does not produce a perfect grain boundary map, because dur-
ing the second heat treatment, a small fraction of grain
boundaries are not decorated with the precipitated phase, and
a certain amount of undesirable intragranular precipitation
occurs. These features must be corrected before it is possible
to extract the complete boundary network required for auto-
mated, quantitative comparisons. The following processing
route, incorporating some prior knowledge from the DCT
map, has been developed to determine an accurate grain map
from the PCT data. All measurements and image processing
steps were done using MATLAB® and the image processing
toolbox DIPIMAGE.11

Prior to processing, the DCT volume was scaled "over-
sampling by a factor of 2.5! to give the same effective voxel
size of the PCT volume and the two data sets aligned.

Initial segmentation: The PCT data was denoised using a
median filter and its contrast enhanced using contrast-limited
adaptive histogram equalization. A region growth algorithm
was performed to segment the grain boundaries as regions of
interest "ROIs!. After a morphological closing of the ROI,
very small, isolated regions "mostly intragranular precipi-
tates! were excluded by applying a size filter. Intragranular
precipitates still erroneously assigned to the ROI were ex-
cluded manually. Decorated grain boundaries not yet belong-
ing to the ROI were included manually.

Restoration of boundaries: The resulting network of
boundaries still contained some gaps due to the presence of
nondecorated boundaries. As illustrated in Fig. 7, those gaps
were filled with the help of a 3D watershed algorithm, using
the DCT grain map as markers to avoid oversegmentation.
The network of grain boundaries from the PCT data and the
DCT grain map had to be modified in order to serve as a

FIG. 5. "Color online! Rendition of the 3D grain structure in a cylindrical
beta-Ti specimen containing 1008 grains, as obtained by the DCT process-
ing route described in this paper.

FIG. 6. Cross section through the PCT reconstruction. The !-phase appears
dark. It precipitated during a heat treatment for 24 h at 790 °C performed
after acquisition of the DCT scan. The rectangle marks the area on which the
image processing for the completion of grain boundaries is illustrated
"Fig. 7!.

FIG. 7. Image processing steps for the completion of the grain boundaries
not visible in PCT. "a! Shows the original PCT image after median filtering
and contrast enhancement. One grain boundary is not visible and shall be
completed. First, the grain boundaries are labeled semiautomatically as far
as visible "b!. The overlay of the slimmed labeled grain boundaries with the
DCT image "c! shows that some DCT grains extend over the grain bound-
aries. Those parts have to be removed "d! before the DCT image can be used
as marker image for the watershed algorithm. "e! The missing grain bound-
ary was completed. Note that the originally labeled grain boundaries remain
unaffected by the algorithm. The accuracy of DCT was determined from the
completed network of grain boundaries and the DCT data "f!. "The average
error for the grain shown in this figure is 4.1 voxels or 2.3 "m!.

033905-5 Diffraction contrast tomography Rev. Sci. Instrum. 80, 033905 !2009"

Downloaded 02 Dec 2011 to 193.175.131.12. Redistribution subject to AIP license or copyright; see http://rsi.aip.org/about/rights_and_permissions

10.1063/1.3100200
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the challenges: microstructure

• ferritic–martensitic steel  

• Al-4%Cu 

• Mg-5%Zn 

• Ni-base alloy
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3556 I. Gutierrez-Urrutia et al. / Materials Science and Engineering A 527 (2010) 3552–3560

Fig. 5. EBSD map of steel LG (average grain size 50 !m) tensile deformed to 0.3
logarithmic strain. Diffraction pattern quality map (a), TA-IPF map (b) (TA: tensile
axis; IPF: inverse pole figure).

4. Discussion

4.1. Effect of grain size

The main finding concerning the influence of grain size on defor-
mation twinning is that grain refinement within the micrometer
range does not suppress deformation twinning for the present TWIP
steel tensile deformed at room temperature. Deformation twin-
ning becomes more difficult as the average grain size decreases to
3 !m but it is not completely suppressed. Grain refinement pro-

Fig. 6. Inverse pole figures along the tensile axis direction of steel LG (average grain
size 50 !m) tensile strained to 0.05 logarithmic strain (a) and 0.3 logarithmic strain
(b), respectively, showing grain orientations containing deformation twins (black
dots) and without deformation twins (red dots). (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of the article.)

duces a strong decrease in the twin area fraction, from 0.2 for
an average grain size of 50 !m to 0.1 for an average grain size
of 3 !m at 0.3 logarithmic strain, but deformation twinning is
still regularly observed in fine grains. As deformation twins are
responsible for the outstanding mechanical properties of TWIP
steels, this indicates that it is feasible to tailor the mechanical
properties of Fe–22 wt.% Mn–0.6 wt.% C TWIP steels with grain
refinement within the micrometer range. This is an interesting
result regarding the optimization of the mechanical properties of
TWIP steels. However, this result can at this stage not be gener-
alized to other TWIP steel systems. For instance, Ueji et al. [5]
reported a strong reduction in twinning activity in a Fe–31 wt.%
Mn–3.0 wt.% Al–3.0 wt.% Si TWIP steel after similar grain refine-
ment (average grain size of 1.8 !m) using also similar deformation
conditions. The only difference is that the stacking fault energy
(SFE) in Fe–31 wt.% Mn–3.0 wt.% Al–3.0 wt.% Si TWIP steel is larger
than in the present Fe–22 wt.% Mn–0.6 wt.% C TWIP steel (around
40 mJ/m2 against 22 mJ/m2 [4,15]). These results indicate that the
stacking fault energy, determined by chemical composition, plays a
key role for the twinning behaviour in TWIP steels. Therefore, for a
better understanding of twinning in TWIP steels both parameters,
i.e. stacking fault energy and grain size, must be considered.

The influence of SFE on twinning is commonly considered as
follows: Dislocation based models for deformation twinning in fcc

10.1016/j.msea.2010.02.041
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(a)
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(c)

Fig. 1.6. (a) A TEM picture of dislocation structure in pure single crystal BCC
molybdenum deformed at temperature 278 K (courtesy of L. L. Hsiung).
(b) Dislocations formed bundles (braids) in single crystal copper deformed at
77 K (reproduced from [13] with permission from the authors and the publisher).
(c) Dislocation structure formed in single crystal BCC molybdenum deformed
at temperature 500 K (courtesy of L. L. Hsiung). The dark regions contain a
high density of entangled dislocations lines that can no longer be distinguished
individually.
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the challenges: deformation mechanisms

• dislocation slip • dislocation structure 
evolution

• mechanical twinning / 
displacive transformation
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hierarchical modeling
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struction in a dislocation dynamics simulations. Madec et al. !56"
measured the interaction coefficients corresponding to the three
junctions and their value, which agreed with the hierarchy of
strength deduced from a latent hardening experiment. In addition,
they performed molecular dynamics calculation to confirm their
discrete dislocation calculations, showing that the collinear inter-
action was far from the strongest interaction in the fcc crystal
structure. Marian at al. !79" presented a mechanism of dislocation
motion in iron using atomistic calculations. In 2005, Olmsted et
al. !80" calculated the drag coefficient of screw and edge disloca-
tions in Al–Mg alloys using atomistic calculations, and the drag
coefficient is needed in Eq. #2$ to predict the dislocation velocity
in the discrete dislocation framework. In 2006, Bulatov et al. !81"
predicted the existence of multijunctions in bcc crystal structure
using discrete dislocations and atomistic calculations before con-
firming their existence by transmission electron microscopy ex-
periments. Martinez et al. !82" recently carried out large-scale
three-dimensional molecular static and molecular dynamics calcu-
lations for Cu to calculate the value of the dislocation core ener-
gies and the value of the drag coefficient, respectively. Groh et al.
!16" presented a hierarchical multiscale application from the ato-
mistic up to the crystal plasticity to predict the mechanical behav-
ior of an aluminum single crystal. The first bridge was the dislo-
cation velocity calculated at the atomistic scale and was used as
an input in the DD framework. Groh et al. !83" performed mo-
lecular statics and molecular dynamics simulations to characterize
the anisotropy between slip systems in Mg single crystal.

2.2.2 From DD to a Higher Length Scale. Discrete dislocation
simulations are usually used in a hierarchical multiscale modeling
to measure the material parameters of the hardening rule used in
the crystal plasticity modeling. Kocks and Mecking !84" intro-
duced a dislocation-based hardening model, derived from the
storage-recovery framework developed in scalar form by Mecking
and co-workers !84–86". This model assumes that all the slip
systems harden at the same rate and, therefore, the interactions
between different slip systems are averaged in a Taylor sense.
Teodosiu et al. !87", or Kocks and Mecking !85", extended the
scalar model to account for slip system interactions #matrix form$.
Within this extended storage-recovery framework, the hardening
law was modified to predict the three stage behavior of a single
crystal initially stretched in single slip !88,89". The extended
model predicted the main characteristics of single-crystal and
polycrystal deformations during monotonic and sequential loading
tests. Within the extended model, the interactions among the dif-
ferent slip systems were explicitly represented using an interaction
coefficient matrix !90" and the value of the interaction coefficients
were extracted using DD simulations. Such extractions have been
performed for fcc materials by Fivel !91", Madec et al. !56", and
Devincre et al. !92", while for bcc materials in the athermal re-

gime extractions have been performed by Queyreau et al. !93".
Preußner et al. !94" proposed a physics-based constitutive law,
which allows the describing of the creep behavior of single-crystal
alloys by mutual interaction of dislocations on different slip sys-
tems, with an emphasis on the evolution of the dislocation density.
Their model described well the first two stages of creep. A study
related to the multiscale modeling of metals is presented by
Ohashi et al. !95", who used a multiscale modeling approach to
model the scale-dependent characteristics of mechanical proper-
ties of metallic polycrystals. These authors proposed to modify the
hardening law of a dislocation-based crystal plasticity model !96",
according to the minimum shear stress needed to emit a disloca-
tion loop into a confined system calculated by DD simulations
!97". Using such a multiscale approach, Ohashi et al. !95" was
able to reproduce a variation in the macroscopic yield stress as a
function of the grain size. Using DD predictions on Al single
crystal, Groh et al. !16" measured the hardening parameters of the
model of Kocks and Mecking !84" and then simulated the me-
chanical response of an Al single crystal under compression.
These authors found a good agreement with the experimental data.

2.3 Concurrent Framework. To study the plasticity of struc-
tural materials made of interfaces and free surfaces, the conven-
tional DD framework presented above needs to be extended to
solve a heterogeneous stress field. Most of the solutions proposed
in the literature are based on the superposition method proposed
by Van der Giessen and Needleman !67". The solutions are ob-
tained as the sum of two contributions. The first represents the
solution for dislocations in an unbounded crystal and the other is
the complementary elastic solution needed to satisfy equilibrium
at external and internal boundaries. The second solution can be
solved in a continuum mechanics way, such as finite element
methods #FEM$ !55,97–100" or boundary element method #BEM$
!101,102". Although this approach works well when all disloca-
tion segments are away from the internal or/and external bound-
aries, it becomes inefficient when one or more dislocation seg-
ments intersect the surface. When standard FEM is applied to
solve the image stress due to such singular traction forces, the
result is found to strongly depend on the mesh size !100". A pos-
sible solution is to use adaptive meshes with multiple resolutions
that follow the intersection points !103". However, adaptive mesh-
ing is a cumbersome and challenging problem in itself, especially
for massive DD simulations where many dislocations intersect the
surfaces. Another solution is to remove the singularity from the
FEM calculations.

Khraishi and Zbib !104,105" developed a rigorous method to
handle the issue of image stresses. The method is semi-analytical/
numerical in nature, in which they enforce either traction or dis-
placement boundary conditions at collocation points on a surface.
In their method, the image stress field of a subsurface dislocation
segment near a free surface is obtained by an image segment and
by a distribution of prismatic rectangular dislocation loops pad-
ding the surface. The method derives from crack theory and falls
under “generalized image stress analysis,” whereby a distribution
of dislocation geometries or entities and not just simple mirror
images, are used to satisfy the problem’s boundary conditions. For
the special case of a dislocation interesting the surface, Tang et al.
!106" developed a method to treat the singularity at the point of
intersection by superimposing two solutions: #i$ image stress field
of a semi-infinite straight dislocation intersecting the free surface
of a half-space, for which analytic expressions exist, and #ii$ the
difference between these two image stress fields. By construction,
the difference between the two image stress fields is a nonsingular
function of space and is solved numerically, such as by FEM. A
faster convergence than the conventional superposition method
and the possibility to use a coarser mesh are the two advantages of
this decomposition, compared with the conventional superposition
method proposed by van der Giessen and Needleman !107". Di-
verse applications were solved with the model developed based on
the superposition methods. Depres et al. !108,109" analyzed the

Fig. 1 Hierarchical multiscale modeling of the plasticity in-
volving three characteristic length scales

041209-4 / Vol. 131, OCTOBER 2009 Transactions of the ASME

Downloaded 15 Sep 2009 to 130.18.90.221. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
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the plan…

reading 
assignments Tuesday Thursday Friday Lab homework

Mar 24

Bulatov, Cai: 
Computer simulation 

of dislocations
Groh, Zbib: Advances 

in DDD and multi-
scale modeling

Basic idea of discrete 
dislocation dynamics 

(DDD), spatial 
discretizations

DDD mobility tensor, 
topological updates, 
inputs from atomistic 
scales, stress-field 

calculations

Long-range elastic 
field of edge 

dislocation from 2D 
MD

Mar 31

Roters, Eisenlohr, 
Bieler, Raabe: 

Crystal Plasticity 
Finite Element 

Methods in Mater. 
Sci. and Eng.

Continuum mechanical 
background of finite 

strain crystal plasticity

Flexible and modular 
setup of crystal 

plasticity simulation

DDD of Frank–Read 
source, forest 

interaction
Identify strongest FCC 
dislocation interaction

Apr 7
Constitutive 

descriptions of crystal 
plasticity

Phenomenological 
approaches, 

Dislocation mechanics
Install and familiarize 

with DAMASK
consult / improve 

DAMASK 
documentation

Apr 14
Elasto-plastic 

decomposition, 
configurations, 

numerical solution 
strategies

Polycrystal plasticity, 
grain interactions

single crystals and bi-
crystals under tension

lattice orientation 
evolution in bicrystal 

deformation
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the plan…

reading 
assignments Tuesday Thursday Friday Lab homework

Apr 21 Homogenization 
schemes

Single-point, mean-
field, interaction, full-

field

Grain aggregate 
deformation with 

orientation shuffling

Dependence of 
strength on 

composition in two-
phase polycrystal

Apr 28 Finite element method Spectral method Sheet metal forming

Bonus
Spectral methods for 

strong property 
contrast

Spectral methods for 
strong property 

contrast

Performance 
comparison: 

spectral and finite 
element method

Finals to be decided…
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(linear) boundary of a plane 
through which atoms have been 
dislocated

• dislocated in-plane 
(conservative) 

• dislocated out-of-plane 
(non-conservative)

what is a dislocation?
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Fig. 1.4. (a) A perfect simple-cubic crystal. (b) Displacement of two half-crystals
along cut plane A by lattice vector b results in two surface steps but does not alter
the atomic structure inside the crystal. (c) The same “cut-and-slip” procedure
limited to a part of cut plane A introduces an edge dislocation ⊥.

(a) (b) (c)

B

b
b

Fig. 1.5. (a) An edge dislocation created by inserting a half-plane of atoms B. (b) A
screw dislocation created by a “cut-and-slip” procedure in which the slip vector
is parallel to the dislocation line. The slipped area of the cut plane is shown in
dark gray and the un-slipped area is shown in light gray. The dislocation line is
marked by the solid line. (c) A curved dislocation line with an edge orientation
at one end (on the left) and a screw orientation at the other end (on the right).

Such a “cut-and-slip” procedure produces a permanent (plastic) deformation of the
crystal, but does not yet create a dislocation. A dislocation appears when two
half-crystals are displaced not over the whole cut plane A, but only over a part
of it marked by the solid line in Fig. 1.4(c). The remaining “un-slipped” part of
the cut plane is marked by the dashed line. The boundary between the slipped and
un-slipped parts of the cut plane is a dislocation line. This line runs perpendicular
to the plane of the paper and is marked by symbol ⊥ on Fig. 1.4(c).

A very similar structure is created by inserting an extra half plane of
atoms into a perfect SC crystal from above. Shown in Fig. 1.5(a), the new
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geometrical characterization of dislocations
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• Burgers circuit • Burgers vector
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geometrical characterization of dislocations

• Burgers circuit
dislocation 
line sense
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geometrical characterization of dislocations

• Burgers vector conservation
THE CONCEPT OF CRYSTAL DISLOCATIONS 13

C

A

B

P

qb1

b1

b3 b2

!2
!3

!1

p

Fig. 1.8. The larger circuit p on cross-section B encloses two smaller circuits,
each of which encircles a single dislocation. Dislocations ξ2 and ξ3 merge into
dislocation ξ1 at junction node P . Conservation of the Burgers vector requires
that b1 = b2 + b3, as illustrated by the Burgers circuits drawn on the two
cross-sections B and C.

This condition is analogous to the conservation of current in an electric cir-
cuit, except that now the conserved “current” is a vector rather than a scalar. This
conservation law can be generalized to situations where an arbitrary number of
dislocations merge at a node. In such cases, it is often more convenient to define all
line directions to flow out of the node. Following this convention, the directions of
ξ2, ξ3, b2, b3 in Fig. 1.8 must be reversed and the conservation of Burgers vector
can be conveniently rewritten as,

n
∑

i=1

bi = 0, (1.10)

where n is the total number of dislocation lines connected to node P (n = 3 in
Fig. 1.8).

Summary

• A dislocation is a line defect in an otherwise perfect crystal that carries a
certain amount of distortion quantified by the Burgers vector. A variety of
mathematical operations can be used to introduce a dislocation into a perfect
crystal. Likewise, a number of physical processes produce dislocations in
real materials.

b1 = b2 + b3

Burgers circuit q and p 
enclose the same 
dislocation:
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geometrical characterization of dislocations

• Burgers vector conservation

C

A

B

P

qb1

b1

b3 b2

!2
!3

!1

p

adopt outward-pointing  
line sense at 
dislocation node:

NX

i

bi = 0
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dislocation character

• edge type 

• mixed type 

• screw type dislocation 
line sense

Burgers 
vector 

direction
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TENSlLE  STiAlN  -PERCENT  

FIG. 2. Tensile stress-strain curves. Points indicate 
where tests were interrupted and specimens were re- 
moved from the machine for a study of their dislocation 

structure. 

Dislocation densities 

In the undeformed crystals, many of the dislocations 

were in subboundaries (with misorientations of 

l-10 min) outlining subgrains 0.3-3 cm in size. 

Within the subgrains were scattered individual 
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(BAILEY1  

I I 
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/ 

100 

FIG. 3 .  Average dislocation density vs. resolved shear 
strain. Closed points were obtained by { 111) etch, open 
points by (110) etch. Data for polycrystalline copper 
were obtained by Bailey ‘W by transmission electron 

microscopy. 

dislocations with densities between 7 x lo3 and 

5 x 104/cm2, so that the total initial dislocation 

densities ranged from lo4 to about 105/cm2. 

The dislocation densities observed in the various 

deformed crystals are plotted against shear strain and 

shear stress in Pigs. 3 and 4. To calculate shear strain 

and shear stress, lattice rotation w-as assumed only 

for crystals of orientation 1. Included are data for 

deformed polycrystalline copper obtained by Baileyol) 

by transmission electron microscopy. His 

*IA  +02A  

NIB  N&28 

ZIG  +  2c  

-10  a  3A  

oPOLYCRYSTAL  

RESOLVED  SHEAR  STRESS-KG/MM2 

tensile 

FIG. 4 .  Average dislocation density vs. resolved shear 
stress. 

stress values were halved and his tensile strain values 

doubled to convert them to shear stress and shear 

strain. His dislocation densities, measured as length 

per unit volume, were halved to convert them to 

intersections per unit area and make them comparable 

to etch pit measurements (as discussed in a later 

section). 
It can be seen that the dislocation density-stress 

relation is more nearly single-valued than the dislo- 

cation density-strain relation. Nevertheless even in 
Fig. 4, points from the easy glide region (the initial low 

hardening region in the stress-strain curve for crystals 
of orientation 1) lie somewhat above the line best 
describing the remainder of the data. 
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dislocation patterning 

• evolution mechanisms of 
dislocation structure 

• relationship between 
dislocation structure and 
strength

compute and follow the dynamics 
of dislocation line network
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• assumption of straight 
dislocation lines —> 
points on plane 

• positive / negative 
Burgers vector or line 
sense 

• multiple slip b1 b2

b3
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two-dimensional spatial discretization

• smaller amount of data  

• easier to implement 

• much faster 

• easy visualization

advantages drawbacks

• only one dislocation 
character 

• limited slip system 
interaction / reaction 
products 

• cutting 

• jog formation 

• no curvature effects 

• dislocation sources?
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three-dimensional spatial discretization

• nodes connected by segments 

• linear spline [Bulatov, Zbib, Kubin] 

• cubic spline [Ghoniem] 

• arc [Schwarz]
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Fig. 10.1. Dislocation network is represented by a set of nodes (circles) con-
nected by straight segments. bij is the Burgers vector of the directed segment
connecting node i to node j .

by a set of nodes connected to each other by straight segments. Each segment has
a non-zero Burgers vector. Given the freedom of choice between two opposite line
directions (Section 1.2), our convention here is to define bij with respect to the line
sense pointing from node i to node j . Likewise, bji is the Burgers vector of the
same segment but defined with respect to the opposite line sense, i.e. from node j
to node i. Obviously, bij + bji = 0. Under this convention, the conservation of
Burgers vector means that the Burgers vectors of all segments pointing out from
the same node must sum up to zero, i.e.

∑

k bik = 0, where the sum is over all
nodes k connected to node i. These sum rules provide useful checks for topological
self-consistency during line DD simulations. While there is no limit on the maxi-
mum number of nodes that can be connected to a given node, each node must be
connected to at least two other nodes, because dislocation lines cannot terminate
inside the crystal. Also, to avoid redundancy, no two nodes can be connected by
more than one segment.

Alternative representations of dislocation networks are certainly possible. For
example, similar to the kMC model in Chapter 9, lines of arbitrary curvature and
orientation can be represented by small segments of two (or more) fixed directions,
such as the zigzagging “edge–screw” representation in [108]. Smoother represen-
tations by circular arcs [109, 110] and cubic splines [111] have also been used.3

Selection of a particular representation for the dislocation network reflects one’s
style and taste. We prefer the nodal representation for its simplicity and generality.

3 Our representation can be considered as the simplest form of splines, i.e. linear splines, in which
the nodes themselves are the control points.

zero Burgers 
vector sum

zero Burgers 
vector sum
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• degrees of freedom 

• positions of nodes 

• Burgers vectors (connectivity) at 
node

{ri,bij}

node
segment
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three-dimensional spatial discretization

• rapid growth of segment 
count  

• computationally 
demanding 

• topological updates

• dislocation sources 

• curved dislocations 

• dislocation cutting /
reaction products

advantages drawbacks
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exemplary simulation of 
dislocation penetration 
through low angle grain 
boundary 
(i.e. dislocation mesh)
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driving force

force acting on a dislocation (segment) by either

• Energy variation with position 

• Peach–Koehler force

fi = �@E
tot

({ri,bij})
@ri
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• dislocation core 
energy 

• local

• elastic interaction 

• non-local
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Here, µ and ν are the shear modulus and Poisson’s ratio, R≡∥x− x′∥, ∂i∂jR ≡
∂2R/∂xi∂xj . b and b′ are the Burgers vectors at locations x and x′, respectively.
Each line integral

∮

C is taken over all segments in the dislocation network exactly
once. The direction of each line segment is arbitrary but the Burgers vector has to
be defined with respect to the chosen line direction.

It is easy to see that both the integrand and the resulting integral in eq. (10.4)
are infinite, because the derivatives ∂i∂jR diverge as ∥x− x′∥→ 0. This is unac-
ceptable in a numerical implementation. A common approach to get rid of this
unwanted singularity is to truncate the integrals in eq. (10.4) so that the integrand
is set to zero whenever R becomes smaller than some cut-off radius rc. An alter-
native approach, to be followed here, is to replace every R inside eq. (10.4) with
Ra ≡

√

R2 + r2
c [101], i.e.

Eel(C, rc) = µ

16π

∮

C

∮

C
bib

′
j∂k∂kRa dxidx′j

− µ

8π

∮

C

∮

C
ϵijqϵmnqbib

′
j∂k∂kRa dxmdx′n

+ µ

8π (1− ν)

∮

C

∮

C
ϵiklϵjmnbkb

′
m∂i∂jRa dxldx′n. (10.5)

Obviously, the modified energy reduces to the original one in the limit rc→ 0. There
are two advantages to this approach. First, it completely removes the singularity
because the derivatives ∂i∂jRa become finite and smooth everywhere. Second, the
derivatives of Ra can be integrated analytically over straight segments. This leads
to closed-form expressions that look very similar to and are as simple as the ones
obtained in the original singular theory. To save space, these energy expressions
are not given here but the corresponding Matlab functions are available on the
book’s web site. Physically, replacing R with Ra amounts to replacing a singular
distribution of the Burgers vector on the dislocation line with a smooth distribution
of Burgers vector centered around the dislocation line. In the following, we will
refer to this approach as the non-singular continuum theory of dislocations [101].

Based on the analytic expression for the elastic energy, the elastic contribution
to the nodal force can be obtained by taking the derivative

fel
i = −∂Eel

∂ri
. (10.6)

However, for reasons that will become clear later, we will take a different approach
to computing the nodal forces. In Section 1.3, we observed that the dislocation
experiences a force per unit length that is proportional to the local stress through
the Peach–Koehler formula,

fPK(x) = (σ (x) · b)× ξ(x), (10.7)

0 0.5 1

0.5

1

see Hirth & Lothe (1982) 
“Theory of dislocations” 

for details
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• analytic expression for integrals 

• (double) sum over straight segments

f eli = �@Eel

@ri
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We would like to emphasize again that the two ways of computing nodal forces,
i.e. by direct differentiation of Eel and by the integration of the Peach–Koehler force,
are equivalent to each other. They produce identical results, as has been verified
both analytically and numerically [101]. The benefit of using the Peach–Koehler
formula for computing the nodal forces is that it relies on the local stress σαβ(x)
regardless of the origin of this stress. Hence, it is applicable in a variety of situations,
including stress produced by external loads or by other crystal defects, e.g. cracks,
phase inclusions, etc. The main purpose of the derivation following eq. (10.6) was
to gain this numerical convenience.

Given the long-range nature of the dislocation stress fields, in principle all
segments of the network interact with each other. Thus, typically, the calculation of
the elastic components of the nodal forces is the most time consuming part of a line
DD simulation. At the same time, such calculations require very little input that
is material specific. If isotropic elasticity is assumed, the only material parameters
used are the shear modulus µ and Poisson’s ratio ν. Otherwise, the machinery
described in this section remains the same from one material to another, say from
silicon to iron. For this reason, it is advantageous to have this generic part of the
line DD simulation written and optimized separately from the rest of the code.

10.1.4 Core Energy and Force Contributions

According to eqs. (10.2) and (10.3), the dislocation core energy contributes addi-
tional terms to the total energy and nodal forces. The need for such terms arises
because the elastic energy Eel(C, rc), in general, does not completely describe the
energy of real dislocations. Even though Eel(C, rc) is no longer singular in our
approach, it is still a result from linear elasticity theory. Yet the effect of non-linear
interatomic interactions in the dislocation core cannot be fully reproduced by linear
elasticity theory alone.

Suppose that the total energy Etot(C) of an arbitrary dislocation network C
could be obtained from an atomistic model that, in the present context, is regarded
as exact. Given that the elastic energy Eel(C, rc) does not account for the the non-
linear interactions in the core, let us define the core energy Ecore(C, rc) as the
difference between Etot(C) and Eel(C, rc). Thus, the core energy is introduced to
account for whatever is left unaccounted for in the continuum theory. Fortunately,
this contribution is usually small and local (or short-range), and can be written as
a single integral along the dislocation network:

Ecore(C, rc) =
∮

C
Ec(x; rc) dL(x), (10.15)

where Ec(x; rc) is the energy per unit length of the line at point x on the network.
By comparison, the effect of the elastic interaction is non-local (or long-range),
since Eel(C, rc) involves a double integral, as in eq. (10.5). The locality of the core

• depends on local line direction 

• from atomistic energy minus elastic 

• tension to reduce line length 

• torque towards low-energy 
directions
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energy means also that the integrand in eq. (10.15) depends only on the local line
direction at point x on the network.4 Usually, the line direction is specified by two
orientation angles θ and φ.

If we accept that eq. (10.15) holds for an arbitrary dislocation structure, then
the easiest way to compute the core energy function Ec(θ,φ ; rc) is to compare
the atomistic and elastic energies for a set of parallel, infinitely long and straight
dislocations of different orientations. This is precisely what we did in Section 5.2.

Suppose that the core energy function Ec(θ,φ ; rc) has been constructed based
on such calculations. Then the core energy for a dislocation consisting of straight
segments is given by the following:

Ecore(C, rc) =
∑

(i−j)

Ec(θi−j ,φi−j ; rc) ∥ri − rj∥, (10.16)

where the sum is over all segments (i− j) and θi− j and φi− j are the orientation
angles of segment (i− j). When rc is chosen to be comparable to or larger than b,
the core energy density function is usually positive for all dislocation orientations.
Such a positive contribution introduces a force on the nodes that tends to reduce
the length of the segments. In addition, because Ec usually varies with segment
orientation, it also introduces a torque that tends to rotate the segments towards low-
energy orientations (Problem 10.1.1). For the most part, the core energy contribution
to the nodal forces has been ignored in line DD simulations, partly because there
is insufficient atomistic data.

10.1.5 Periodic Boundary Conditions

The methods described so far in this section are applicable to an arbitrary set of
dislocations in an infinite elastic solid. However, periodic boundary conditions
(PBC) are often used in line DD simulations, especially for the simulations of
crystal plasticity in the bulk. This is because PBC conveniently eliminate the often
unwanted surface effects that are otherwise inevitable due to the finite size of the
simulation cell. Even though line DD simulations can handle much larger material
volumes (of the order of microns) than the atomistic models, these are still very
small compared with the typical scales of laboratory experiments.

In the nodal representation used here, the implementation of PBC in line DD
is quite similar to the atomistic case (Section 3.2). Whenever there is a node at
position r, there are also nodes at r + n1c1 + n2c2 + n3c3, where c1, c2 and c3 are
the repeat vectors of the periodic supercell and n1, n2 and n3 are integers. Now
suppose that node i and node j are connected by a segment with Burgers vector
bij . Which of the multiple copies of nodes i and j are actually connected to each

4 If it were not for this locality property, linear elasticity theory of dislocations would not be as
useful as it is.

• tabulated (interpolated) by direction 

• sum over straight segments
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PK(x) = (�(x) · b)⇥ ⇠(x)
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where σ (x) is the local stress at point x on the dislocation line, b is the Burgers
vector, and ξ(x) is the local tangent vector of the dislocation line. Within the
non-singular continuum theory of dislocations, the internal stress field generated
by the dislocation lines themselves can be written down explicitly,

σαβ(x) = µ

8π

∮

C
∂i∂p∂pRa

(

bmϵimαdx′β + bmϵimβdx′α
)

+ µ

4π(1− ν)

∮

C
bmϵimk

(

∂i∂α∂βRa − δαβ∂i∂p∂pRa

)

dx′k. (10.8)

Equations (10.7) and (10.8) provide analytic expressions for the Peach–Koehler
force due to the dislocation lines themselves. The physical meaning of the
Peach–Koehler force can be explained by considering the following thought pro-
cess. Imagine that the shape of the dislocation line changes by δr(x), i.e. every point
x on the dislocation moves by δr(x). In the limit of small δr(x), the corresponding
change of the elastic energy is

δEel = −
∮

C
fPK(x) · δr(x) dL(x). (10.9)

To relate the PK force to force on node i, let us remember that in our model the
segments are constrained to remain straight between every pair of connected nodes.
Let us define a shape function Ni(x) for every node i in such a way that Ni(x) is
non-zero only when x lies on a segment connected to node i. On a given segment
i–j , let Ni(x) decrease linearly from one at node i to zero at node j , i.e.

Ni(x) = ∥x − rj∥
∥ri − rj∥

, (10.10)

as illustrated in Fig. 10.2(b). Now consider a virtual displacement of node i by δri

causing the line to change its shape by Ni(x)δri , as shown in Fig. 10.2(a). The
corresponding change in the elastic energy is

δEel = −
∮

C
fPK(x) · Ni(x)δri dL(x), (10.11)

and the elastic force on node i is

fel
i = −δEel

δri
=
∮

C
fPK(x) Ni(x) dL(x). (10.12)

Hence, the elastic part of the nodal force is equal to the PK force integrated with
weights Ni(x) over all segments connected to node i. Taken together, eqs. (10.12),
(10.7) and (10.8) furnish expressions for computing the elastic contribution to the
force on node i.
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(a) (b)

Fig. 10.2. The force on node 2 is computed as a weighted average of the
Peach–Koehler force on segments 1–2 and 2–3. (a) Consider a virtual displace-
ment of node 2 by δr2. As a result of this displacement, each point on segments
1–2 and 2–3 is displaced by δr(x) = N2(x)δr2, where the shape function N2(x),
shown in (b), is equal to one at node 2 and decreases linearly to zero at two
neighboring nodes 1 and 3. The work performed by the stress is obtained by
integrating the PK force over the swept area (shaded). The force on node 2 is
the derivative of this work with respect to δr2.

Notice that the internal stress field, eq. (10.8), is an integral over the entire
dislocation network. This integral can be written as the sum of line integrals over
the straight segments making up the network, i.e.

σαβ(x) =
∑

(k−l)

σαβ(x; k − l). (10.13)

Here, σαβ(x; k− l) is the stress field at point x produced by the straight segment
connecting node k and node l and the sum is taken over all segments in the dislo-
cation network. Analytic expressions for σαβ(x; k− l) have been derived [101] but
are omitted here to save space.

In order to arrive at the final expressions for the nodal force, the line integral in
eq. (10.12) has to be evaluated. Fortunately, this integral is to be taken only over
the segments connected to node i, because the weighting function Ni(x) is zero
everywhere else. This leads to the following form for the elastic force on node i:

fel
i =

∑

j

∑

(k−l)

fel
i (i − j ; k − l) , (10.14)

where terms fel
i (i− j ; k− l) represent the force on node i due to the elastic inter-

action between segments i–j and k–l; the first sum is over all nodes j connected
to node i and the second sum is over all line segments of the network. Analytic
expressions for fel

i (i− j ; k− l) have been derived and implemented into Matlab
codes that are available at the book’s web site.

energy 
variation

displacement 
variation

• introduce shape function
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where σ (x) is the local stress at point x on the dislocation line, b is the Burgers
vector, and ξ(x) is the local tangent vector of the dislocation line. Within the
non-singular continuum theory of dislocations, the internal stress field generated
by the dislocation lines themselves can be written down explicitly,
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Equations (10.7) and (10.8) provide analytic expressions for the Peach–Koehler
force due to the dislocation lines themselves. The physical meaning of the
Peach–Koehler force can be explained by considering the following thought pro-
cess. Imagine that the shape of the dislocation line changes by δr(x), i.e. every point
x on the dislocation moves by δr(x). In the limit of small δr(x), the corresponding
change of the elastic energy is

δEel = −
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C
fPK(x) · δr(x) dL(x). (10.9)

To relate the PK force to force on node i, let us remember that in our model the
segments are constrained to remain straight between every pair of connected nodes.
Let us define a shape function Ni(x) for every node i in such a way that Ni(x) is
non-zero only when x lies on a segment connected to node i. On a given segment
i–j , let Ni(x) decrease linearly from one at node i to zero at node j , i.e.
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, (10.10)

as illustrated in Fig. 10.2(b). Now consider a virtual displacement of node i by δri

causing the line to change its shape by Ni(x)δri , as shown in Fig. 10.2(a). The
corresponding change in the elastic energy is

δEel = −
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fPK(x) · Ni(x)δri dL(x), (10.11)

and the elastic force on node i is

fel
i = −δEel

δri
=
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fPK(x) Ni(x) dL(x). (10.12)

Hence, the elastic part of the nodal force is equal to the PK force integrated with
weights Ni(x) over all segments connected to node i. Taken together, eqs. (10.12),
(10.7) and (10.8) furnish expressions for computing the elastic contribution to the
force on node i.
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shown in (b), is equal to one at node 2 and decreases linearly to zero at two
neighboring nodes 1 and 3. The work performed by the stress is obtained by
integrating the PK force over the swept area (shaded). The force on node 2 is
the derivative of this work with respect to δr2.

Notice that the internal stress field, eq. (10.8), is an integral over the entire
dislocation network. This integral can be written as the sum of line integrals over
the straight segments making up the network, i.e.

σαβ(x) =
∑

(k−l)

σαβ(x; k − l). (10.13)

Here, σαβ(x; k− l) is the stress field at point x produced by the straight segment
connecting node k and node l and the sum is taken over all segments in the dislo-
cation network. Analytic expressions for σαβ(x; k− l) have been derived [101] but
are omitted here to save space.

In order to arrive at the final expressions for the nodal force, the line integral in
eq. (10.12) has to be evaluated. Fortunately, this integral is to be taken only over
the segments connected to node i, because the weighting function Ni(x) is zero
everywhere else. This leads to the following form for the elastic force on node i:

fel
i =
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i (i − j ; k − l) , (10.14)

where terms fel
i (i− j ; k− l) represent the force on node i due to the elastic inter-

action between segments i–j and k–l; the first sum is over all nodes j connected
to node i and the second sum is over all line segments of the network. Analytic
expressions for fel

i (i− j ; k− l) have been derived and implemented into Matlab
codes that are available at the book’s web site.
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where σ (x) is the local stress at point x on the dislocation line, b is the Burgers
vector, and ξ(x) is the local tangent vector of the dislocation line. Within the
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Equations (10.7) and (10.8) provide analytic expressions for the Peach–Koehler
force due to the dislocation lines themselves. The physical meaning of the
Peach–Koehler force can be explained by considering the following thought pro-
cess. Imagine that the shape of the dislocation line changes by δr(x), i.e. every point
x on the dislocation moves by δr(x). In the limit of small δr(x), the corresponding
change of the elastic energy is

δEel = −
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C
fPK(x) · δr(x) dL(x). (10.9)

To relate the PK force to force on node i, let us remember that in our model the
segments are constrained to remain straight between every pair of connected nodes.
Let us define a shape function Ni(x) for every node i in such a way that Ni(x) is
non-zero only when x lies on a segment connected to node i. On a given segment
i–j , let Ni(x) decrease linearly from one at node i to zero at node j , i.e.

Ni(x) = ∥x − rj∥
∥ri − rj∥

, (10.10)

as illustrated in Fig. 10.2(b). Now consider a virtual displacement of node i by δri

causing the line to change its shape by Ni(x)δri , as shown in Fig. 10.2(a). The
corresponding change in the elastic energy is

δEel = −
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fPK(x) · Ni(x)δri dL(x), (10.11)

and the elastic force on node i is
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δri
=
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fPK(x) Ni(x) dL(x). (10.12)

Hence, the elastic part of the nodal force is equal to the PK force integrated with
weights Ni(x) over all segments connected to node i. Taken together, eqs. (10.12),
(10.7) and (10.8) furnish expressions for computing the elastic contribution to the
force on node i.
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as illustrated in Fig. 10.2(b). Now consider a virtual displacement of node i by δri

causing the line to change its shape by Ni(x)δri , as shown in Fig. 10.2(a). The
corresponding change in the elastic energy is

δEel = −
∮

C
fPK(x) · Ni(x)δri dL(x), (10.11)

and the elastic force on node i is

fel
i = −δEel

δri
=
∮

C
fPK(x) Ni(x) dL(x). (10.12)

Hence, the elastic part of the nodal force is equal to the PK force integrated with
weights Ni(x) over all segments connected to node i. Taken together, eqs. (10.12),
(10.7) and (10.8) furnish expressions for computing the elastic contribution to the
force on node i.
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driving force

stress from the dislocation network
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where σ (x) is the local stress at point x on the dislocation line, b is the Burgers
vector, and ξ(x) is the local tangent vector of the dislocation line. Within the
non-singular continuum theory of dislocations, the internal stress field generated
by the dislocation lines themselves can be written down explicitly,

σαβ(x) = µ

8π

∮

C
∂i∂p∂pRa

(

bmϵimαdx′β + bmϵimβdx′α
)

+ µ

4π(1− ν)

∮

C
bmϵimk

(

∂i∂α∂βRa − δαβ∂i∂p∂pRa

)

dx′k. (10.8)

Equations (10.7) and (10.8) provide analytic expressions for the Peach–Koehler
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Peach–Koehler force can be explained by considering the following thought pro-
cess. Imagine that the shape of the dislocation line changes by δr(x), i.e. every point
x on the dislocation moves by δr(x). In the limit of small δr(x), the corresponding
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δEel = −
∮

C
fPK(x) · δr(x) dL(x). (10.9)
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segments are constrained to remain straight between every pair of connected nodes.
Let us define a shape function Ni(x) for every node i in such a way that Ni(x) is
non-zero only when x lies on a segment connected to node i. On a given segment
i–j , let Ni(x) decrease linearly from one at node i to zero at node j , i.e.

Ni(x) = ∥x − rj∥
∥ri − rj∥

, (10.10)

as illustrated in Fig. 10.2(b). Now consider a virtual displacement of node i by δri

causing the line to change its shape by Ni(x)δri , as shown in Fig. 10.2(a). The
corresponding change in the elastic energy is

δEel = −
∮

C
fPK(x) · Ni(x)δri dL(x), (10.11)

and the elastic force on node i is

fel
i = −δEel

δri
=
∮

C
fPK(x) Ni(x) dL(x). (10.12)

Hence, the elastic part of the nodal force is equal to the PK force integrated with
weights Ni(x) over all segments connected to node i. Taken together, eqs. (10.12),
(10.7) and (10.8) furnish expressions for computing the elastic contribution to the
force on node i.
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Fig. 10.2. The force on node 2 is computed as a weighted average of the
Peach–Koehler force on segments 1–2 and 2–3. (a) Consider a virtual displace-
ment of node 2 by δr2. As a result of this displacement, each point on segments
1–2 and 2–3 is displaced by δr(x) = N2(x)δr2, where the shape function N2(x),
shown in (b), is equal to one at node 2 and decreases linearly to zero at two
neighboring nodes 1 and 3. The work performed by the stress is obtained by
integrating the PK force over the swept area (shaded). The force on node 2 is
the derivative of this work with respect to δr2.

Notice that the internal stress field, eq. (10.8), is an integral over the entire
dislocation network. This integral can be written as the sum of line integrals over
the straight segments making up the network, i.e.

σαβ(x) =
∑

(k−l)

σαβ(x; k − l). (10.13)

Here, σαβ(x; k− l) is the stress field at point x produced by the straight segment
connecting node k and node l and the sum is taken over all segments in the dislo-
cation network. Analytic expressions for σαβ(x; k− l) have been derived [101] but
are omitted here to save space.

In order to arrive at the final expressions for the nodal force, the line integral in
eq. (10.12) has to be evaluated. Fortunately, this integral is to be taken only over
the segments connected to node i, because the weighting function Ni(x) is zero
everywhere else. This leads to the following form for the elastic force on node i:

fel
i =

∑

j

∑

(k−l)

fel
i (i − j ; k − l) , (10.14)

where terms fel
i (i− j ; k− l) represent the force on node i due to the elastic inter-

action between segments i–j and k–l; the first sum is over all nodes j connected
to node i and the second sum is over all line segments of the network. Analytic
expressions for fel

i (i− j ; k− l) have been derived and implemented into Matlab
codes that are available at the book’s web site.
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see Hirth & Lothe (1982) 
“Theory of dislocations” 

for details
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nodal mobility

contrary to atom motion in molecular dynamics (MD), 
mobility of (discretization) nodes in dislocation line dynamics 
is

• typically over-damped 

• strongly anisotropic 

• depends on direction of motion 

• depends on line direction

�

✓
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nodal mobility

mobility function for over-damped motion

vi = M({fj})

nodal velocity nodal forces
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nodal mobility

assumption of dislocation drag force

per line length drag tensor

local force equilibrium (no acceleration)

f

drag(x) = �B(⇠(x))v(x)

f

drag(x) + f

drive(x) = 0

X

j

vjNj(x)

f

drive(x) = B(⇠(x))v(x)
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nodal mobility

weak(er) form of force balance

I

C
Ni(x)[f

drag(x) + f

drive(x)] dL(x) = 0

I

C
Ni(x)B(⇠(x)) v(x) dL(x) = fi

I

C
Ni(x)B(⇠(x))

z }| {X

j

vjNj(x) dL(x) = fi

X

j

I

C
Ni(x)B(⇠(x))Nj(x) dL(x)

| {z }
vj = fi

X

j

Bij vj = fi
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exemplary mobility tensor: face-centered cubic

screw

edge

b
✓

(possible) anisotropy of glide mobility for edge and screw

Bs,glide cos
2 ✓ +Be,glide sin

2 ✓

Bs,glide

Be,glide
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exemplary drag tensor: face-centered cubic

screw

edge

b
✓

Bs,glide

Be,climb

(strong) anisotropy between glide and climb motion
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exemplary drag tensor: face-centered cubic

partial dislocation split restricts screw to glide plane

{1 1 1}
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exemplary drag tensor: face-centered cubic

efficient correction of velocities

vi · nij = 0

vglide

i =

0

@I�
X

j

nij ⌦ nij

1

Avi

• no out-of-plane 
component 

• remove normal 
components
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exemplary drag tensor: face-centered cubic

restrict velocity to be normal to segment

B(⇠) / I� ⇠ ⌦ ⇠
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exemplary drag tensor: face-centered cubic

B(⇠) = (Bs,glide cos
2 ✓ +Be,glide sin

2 ✓)(I� ⇠ ⌦ ⇠)

B(⇠) = B(I� ⇠ ⌦ ⇠)
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exemplary drag tensor: body-centered cubic

B(⇠) = Bs(I� ⇠ ⌦ ⇠)

B(⇠) = Bglide m⌦m+Bclimb n⌦ n

B2
climb = B2

e,climb |b⇥ ⇠|2 +B2
s (b · ⇠)2

B�2
glide = B�2

e,glide |b⇥ ⇠|2 +B�2
s (b · ⇠)2

• pure 
screw 

• mixed
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topological changes

possible reasons

• rediscretization (numerical) 

• junction formation (physical)
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topological changes: example

junction formation in a 
low-angle grain boundary
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topological changes: rediscretization

elementary topological operators

• add 

• delete

TOPOLOGICAL CHANGES 219

The set of algorithms presented in this section was developed with full awareness
of the complexity at hand. Whenever possible, we have tried to keep the algorithms
simple and logically transparent even, perhaps, at the expense of their elegance.
Fortunately, within the nodal representation adopted here, arbitrarily complex topo-
logical changes can be produced by combinations of just two elementary topological
operators: merge (two nodes merge into one node) and split (one node splits into
two nodes). Implementation of these two operators is relatively straightforward. We
just need to ensure is that, for every node and segment involved in a split or merge
rearrangement, the sum rules for the Burgers vectors remain satisfied in the end.
This section describes the steps necessary to implement these two basic operators
in a line DD simulation.

10.4.1 Remeshing

To refine or coarsen line representation, it is necessary to add nodes to or delete
nodes from the existing set of nodes. For example, in the geometry shown in
Fig. 10.5, it may be desirable to add a new node E between nodes A and B and/or
to delete node D between nodes B and C. Logically, add and delete are special
instances of split and merge operators applied to nodes with only two arms. For
example, adding node E can be regarded as splitting node A into A and E. Likewise,
deleting node D can be regarded as merging nodes D and B into B. However, given
their simplicity, in the following we will first describe algorithms for add and delete
operators and defer the introduction of the more general split and merge algorithms
until later. The following algorithm manipulates the nodal data as required to add
node E between A and B. The new node is placed at the mid-point of segment A–B.

Algorithm 10.3 (add node)

1. Allocate node E and assign its position as rE := (rA + rB)/2.

2. Allocate new Burgers vectors bAE := bAB , bEA := bBA, bBE := bBA,
bEB := bAB .

3. Deallocate old Burgers vectors bAB and bBA.

Conversely, the following algorithm deletes node D between nodes B and C.

A
B D C

add node
delete node

E

Fig. 10.5. To improve representation of dislocation lines such as this one, it may
be necessary to add a new node E between A and B or to delete node D between
B and C.

bAE := bAB and bEA := bBA

bBE := bBA and bEB := bAB

bBC := bBD and bCB := bCD
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topological changes: rediscretization

algorithm

220 LINE DISLOCATION DYNAMICS

Algorithm 10.4 (delete node)

1. Allocate new Burgers vectors bBC := bBD , bCB := bCD .

2. Deallocate old Burgers vectors bBD , bDB , bCD , bDC . Deallocate node D.

Now that the operators for add and delete are in place, how shall we use them
to improve the representation of the network geometry? The answer depends on
one’s definition of the “optimal” representation. One simple possibility is to try to
maintain the distances between the neighboring nodes within an upper and lower
bound. This can be achieved by always adding a new node in the middle of a
segment when the segment becomes too long (e.g. >lmax) and deleting the node
should one of its arms (connected segments) become too short (e.g. <lmin). To avoid
repeatedly adding and deleting nodes on the same segment, the bounds should be
chosen such that lmax > 2lmin.

A remeshing algorithm based solely on the segment lengths may not be efficient.
This is because in the regions of high local curvature, it is necessary to discretize
the lines into fine segments, whereas the same is not required in the regions of low
curvature. Let us now consider a slightly more sophisticated approach and demand
that, for any directization node (a node with only two neighbors), the orientations
of two sequential segments connected to the node should not differ too much.
The following algorithm enforces this requirement by monitoring the area of the
triangle formed by node (N0) and its two neighbors (N1 and N2). The inputs for
this algorithm are lmin, lmax, Amin, and Amax.

Algorithm 10.5 (remesh)

1. If node N0 has more than two arms, go to 7. Otherwise, find nodes N1 and
N2 connected to node N0. Obtain positions r0, r1, r2 and velocities v0, v1,
v2 of nodes N0, N1, N2.

2. Compute the area of the triangle formed by nodes N0, N1 and N2,
A := ∥(r1− r0)× (r2− r0)∥. Compute the rate of change of the triangle
area, dA/dt .

3. If ∥r2 − r1∥< lmax, A < Amin and dA/dt < 0, use Algorithm 10.4 to delete
node N0, exit.

4. If ∥r1− r0∥< lmin or ∥r2− r0∥< lmin, delete node N0, exit.

5. If A > Amax and ∥r1− r0∥≥ lmin, use Algorithm 10.3 to add a new node
between N0 and N1.

6. If A > Amax and ∥r2− r0∥≥ lmin, add a new node between N0 and N2.

7. If any arm of node N0 is longer than lmax, add a new node in the middle of
the arm.

r1
r0

r2
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topological changes: junctions

elementary topological operators

• split
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To remesh the entire dislocation network, Algorithm 10.5 should be applied sequen-
tially to all nodes. In this algorithm, a node with three or more arms will never be
deleted. Such nodes are physical entities where several dislocation lines merge
together and should not be altered by the remesh algorithm. Because the new node
is always added at the midpoint of the segment, the area of the triangle formed by
this node and its two neighbors is exactly zero at the instance of addition. If it were
not for the dA/dt < 0 condition in step 3, the new node would be deleted the very
next time the remesh was carried out. Because the new node always moves out
of the straight line connecting its two neighbors, the derivative dA/dt is positive,
allowing the new node to survive an immediate deletion.

10.4.2 Split and Merge Operators

The need to account for dislocation reactions calls for more general split and merge
operators. We would like to emphasize that neither split nor merge decides under
what conditions and exactly what kind of topological operation is to be performed.
As will be discussed later in this section, it takes other algorithms to make such
decisions. What split and merge do is topological bookkeeping. They make sure that,
given the initial topology, the connectivity of the nodes in the resulting topology is
correct. The implementation and use of split and merge operators are detailed below.

To fully define a split operation, it is not only necessary to specify which node
to split, but also how the existing arms of this node should be divided between
two new nodes. As an example, consider the configuration in Fig. 10.6(a) in which
node 0 has n arms. Suppose the decision is made to split node 0 into two nodes 0
and a. Assume also that, in this split, node a is entitled to keep arms 1 . . . s while
the new node 0 retains arms s + 1, . . . , n (Fig. 10.6(b)). The following algorithm
describes how this can be accomplished. For the case s = 1, the split operation is
equivalent to adding a new node on segment 0–1.

0

...

...
1 2

s

s+1 s+2
n

(a)

0

...

...
1 2

s

s+1 s+2
n

a

(b)

Fig. 10.6. Split node 0 into two nodes 0 and a. The new node a inherits arms 1 . . . s
while node 0 keeps the remaining arms s + 1 . . . n. Depending on the balance
of the Burgers vectors, new nodes 0 and a may or may not be connected.

�ba0 = b0a = �b =
sX

i=1

bai if �b 6= 0

bai := b0i and bia := bi0 i = 1, . . . , s
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elementary topological operators

• merge
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Algorithm 10.6 (split node)

1. Allocate new node a. Allocate new Burgers vectors bai := b0i , bia := bi0,
i = 1, . . . , s.

2. Deallocate Burgers vectors b0i , bi0, i = 1, . . . , s.

3. Evaluate the balance of the Burgers vectors, !b :=∑s
i=1 bai .

4. If !b ̸= 0, allocate new Burgers vectors b0a :=!b and ba0 :=−!b.

The merge operator can be regarded as the reverse of split. This can be visualized
as going back from Fig. 10.6(b) to Fig. 10.6(a). If, before merge, the two nodes are
connected to each other, and at least one of them has only two arms, then merge is
equivalent to the delete operation described earlier. The outcome is more compli-
cated if, prior to merge, two nodes about to be merged share one or more common
neighbor node, as illustrated in Fig. 10.7(a). In this example, prior to merge, node
b is connected to both node 0 and node a. After merging, node 0 is connected to
node b twice, as shown in Fig. 10.7(b). This violates the condition adopted earlier in
Section 10.1 that a pair of nodes cannot be connected by more than one segment. As
shown in Fig. 10.7(c), we merge two overlapping segments into one or remove them
altogether, depending on the sum of their Burgers vectors. The following algorithm
describes the merge procedure in detail. In this case, we consider the merging of
nodes 0 and a, where node a has s arms before merge and disappears after merge.

Algorithm 10.7 (merge nodes)

1. Deallocate Burgers vectors b0a and ba0 if they exist.

2. Allocate new Burgers vectors b0i := bai , bi0 := bia , i = 1, . . . , s.

3. Deallocate Burgers vectors bai , bia , i = 1, . . . , s. Deallocate node a.

4. Double-loop through all segments connected to node 0. If two different
segments i and j are found to connect node 0 to the same neighbor node

0

a
b

0
b

0
b

(a) (b) (c)

Fig. 10.7. (a) Before merge, nodes 0 and a may have a common neighbor b that
will result in a double connection between nodes 0 and b after merge. (c) This
double connection is replaced by a single connection or completely removed,
depending on the sum of the Burgers vectors of two overlapping segments.

check for 
double 

connectivity
b0i := bai and bi0 := bia i = 1, . . . , s



discrete dislocation dynamics

61

topological changes: junctions

when to merge

• segment 
collision 

• minimum nodal 
separation

split
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b, compute !b := b0i + b0j . Remove Burgers vectors b0i , b0j , bi0, bj0. If
!b ̸= 0, allocate links b0i :=!b and bi0 :=−!b. If node b is left with no
connected neighbors, deallocate node b. If node 0 is left with no connected
neighbors, deallocate node 0.

10.4.3 When and How to Use merge

As stated above, the purpose of split and merge operators is to do bookkeeping of
nodal connections. In order to enable consistent physical treatment of dislocation
reactions, it is also necessary to specify a set of rules defining when and how to
apply these two operators, such that all possible topological switches are described
properly.

Our simple rule for invoking the merge operator is whenever two nodes or
two segments are found close to each other. Consider Fig. 10.8(a) as an example.
Assume that d is the minimum distance between segments 1–2 and 3–4 and P and
Q are the points of closest approach (an algorithm for finding d is described below).
Let us define the two segments to be in contact if d < ra , where ra is a collision
distance parameter (subscript a stands for annihilation).

Let us now see what has to happen in the line DD model in order to enable a
possible reaction between two segments 1–2 and 3–4. The first step is to add new
two nodes at points P and Q on the two colliding segments.13 Because the new
nodes just introduced are within contact radius ra of each other, the merge is called
upon to merge them into new node P ′, as shown in Fig. 10.8(b). To complete the

1

2

3

4

P

Q
d

1

2

3

4

P!

1

2

3

4

P!
Q!

(a) (b) (c)

Fig. 10.8. (a) The minimum distance d between two unconnected segments 1–2
and 3–4 is reached at points P and Q. Two segments are considered to be in
contact if d < ra . New nodes are introduced at points P and Q. (b) Nodes P
and Q are merged into a single node P ′. (c) Node P ′ splits into two new nodes
P ′ and Q′, possibly leading to a topology different from that in (a).

13 This is assuming that points P and Q do not coincide with the end nodes of two colliding
segments. If P or Q does coincide with one of the end nodes, the appropriate end node should be
used in place of P or Q in the following topological rearrangements.

d < ra

d < ra
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topological changes: junctions

when to split

• multi-arm node with 
more than 3 segments 

• select maximum 
dissipation rate among 
possible splits
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b, compute !b := b0i + b0j . Remove Burgers vectors b0i , b0j , bi0, bj0. If
!b ̸= 0, allocate links b0i :=!b and bi0 :=−!b. If node b is left with no
connected neighbors, deallocate node b. If node 0 is left with no connected
neighbors, deallocate node 0.

10.4.3 When and How to Use merge

As stated above, the purpose of split and merge operators is to do bookkeeping of
nodal connections. In order to enable consistent physical treatment of dislocation
reactions, it is also necessary to specify a set of rules defining when and how to
apply these two operators, such that all possible topological switches are described
properly.

Our simple rule for invoking the merge operator is whenever two nodes or
two segments are found close to each other. Consider Fig. 10.8(a) as an example.
Assume that d is the minimum distance between segments 1–2 and 3–4 and P and
Q are the points of closest approach (an algorithm for finding d is described below).
Let us define the two segments to be in contact if d < ra , where ra is a collision
distance parameter (subscript a stands for annihilation).

Let us now see what has to happen in the line DD model in order to enable a
possible reaction between two segments 1–2 and 3–4. The first step is to add new
two nodes at points P and Q on the two colliding segments.13 Because the new
nodes just introduced are within contact radius ra of each other, the merge is called
upon to merge them into new node P ′, as shown in Fig. 10.8(b). To complete the

1
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4
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Q
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Q!

(a) (b) (c)

Fig. 10.8. (a) The minimum distance d between two unconnected segments 1–2
and 3–4 is reached at points P and Q. Two segments are considered to be in
contact if d < ra . New nodes are introduced at points P and Q. (b) Nodes P
and Q are merged into a single node P ′. (c) Node P ′ splits into two new nodes
P ′ and Q′, possibly leading to a topology different from that in (a).

13 This is assuming that points P and Q do not coincide with the end nodes of two colliding
segments. If P or Q does coincide with one of the end nodes, the appropriate end node should be
used in place of P or Q in the following topological rearrangements.

Q̇P = fP · vP < fP 0 · vP 0 + fQ0 · vQ0 = Q̇P 0Q0
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summary of 3D line DD

• spatial discretization of dislocation network via nodes connected by 
(straight) segments 

• arbitrary topological changes through “split” and “merge” operations 

• nodal driving force results from (isotropic) elastic interaction between 
all segments (and core energy variation) 

• mobility (drag) tensor connects nodal forces to velocities and can be 
derived from atomistic calculations of dislocation motion 

• omitted: time integration algorithms
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• Jirásek & Bazant: “Inelastic Analysis of Structures”  
John Wiley & Sons, 2002 

• Chadwick: “Continuum Mechanics”  
Dover Publications, 1999 

• course follows 
Roters, Eisenlohr, Bieler, & Raabe: “Crystal Plasticity 
Finite Element Methods in Materials Science and 
Engineering”, chapter 3  
Wiley-VCH, 2010

suggested background reading



continuum mechanics

65

• kinematics: 
 
study of (typically position-dependent) displacements and, if considering time-dependence, 
motions of a material body without explicitly asking about the forces that are causing them 

• mechanical equilibrium: 
 
conditions for forces acting on the body of material and causing above kinematic reactions

content
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material points and configurations

reference current

y(x) : x 2 B0 7�! y 2 B
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deformation gradient

y + dy = y(x) +
@y

@x
dx+O(dx2)

dy =
@y

@x
dx = F dx

reference current
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deformation gradient

reference current

F =

@y

@x

= Grady or

Fij = @yi/@xj in Cartesian components.
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deformation gradient

reference current

F

�1
=

@x

@y

= gradx or

Fij
�1

= @xi/@yj in Cartesian components.
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deformation gradient

mapping of general second-rank tensors between 
reference and current configuration

• push forward: 
 
acting in reference configuration 

• pull back 
 
acting in current configuration

A = FA0 F
�1

A0 = F�1 AF
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change in volume

J = detF =
dV

dV0
=

⇢0
⇢

• Jacobian
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change in area

• directed surface dn = JF�Tdn0
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change in length

• stretch dy · dy = F dx · F dx
✓

dl

dl0

◆2

= F a · F a

= a · FT
F a

= a ·Ca

= �2

dx = dl0 a

dy = dlb

reference current

dx · dx = F

�1 dy · F�1 dy
✓
dl0
dl

◆2

= F

�1
b · F�1

b

= b · F�T
F

�1
b

= b · (FF

T)
�1

b

= b ·B�1
b

= ��2

right Cauchy–Green tensor left Cauchy–Green tensor
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change in angle

�1�2 cos ✓ = a1 ·Ca2

dx1 dx2 dy2

dy1

✓

F

x

y
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symmetry of Cauchy–Green tensors

• right Cauchy–Green 
tensor 

• left Cauchy–Green 
tensor

C : = FTF

= FT
⇣
FT

⌘T
=

⇣
FTF

⌘T

= CT

B : = FFT

=
⇣
FT

⌘T
FT =

⇣
FFT

⌘T

= BT
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spectral decomposition of Cauchy–Green tensors

• C is symmetric and positive-definite 

• real and positive eigenvalues 

• orthogonal eigenvectors

µ1, µ2, µ3

n1,n2,n3

C =
3X

i=1

µi ni ⌦ ni
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spectral decomposition of Cauchy–Green tensors

stretches along eigenvectors

�j
2 = nj ·Cnj

= nj ·
 

3X

i=1

µi ni ⌦ ni

!
nj

= nj ·
 

3X

i=1

µi ni (ni · nj)

!

= nj ·
 

3X

i=1

µi ni �ij

!

= µj nj · nj

= µj
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relation between Cauchy–Green and stretch tensor

• right Cauchy–Green 
tensor 

• right stretch tensor

C =
3X

i=1

�i
2 ni ⌦ ni

U =
3X

i=1

�i ni ⌦ ni

UU = U2 = C
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polar decomposition of deformation gradient

• invertible tensor F 

• R is proper orthogonal 
(rotation) 

• U, V are positive-definite 
and symmetric

F = RU = VR
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polar decomposition of deformation gradient

F = RU = VR

relation to Cauchy–Green tensors

C = FTF

= (RU)T (RU)

= UTRTRU

= UTU

= U2

B = FFT

= (VR) (VR)T

= VRRTVT

= VVT

= V2
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strain measures

F =
@y

@x
=

@(x+ u)

@x

= I+
@u

@x

= I+
1

2

"
@u

@x
+

✓
@u

@x

◆T
#
+

1

2

"
@u

@x
�

✓
@u

@x

◆T
#

= I+

✓
@u

@x

◆

sym

+

✓
@u

@x

◆

skew

= I+ "+ !

connection to strains and rotations 
from infinitesimal framework

reference current
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strain measures

reference current

U = C1/2 ⇡ I+ "

C = F

T
F =

✓
I+

@u

@x

◆T ✓
I+

@u

@x

◆

= I+

✓
@u

@x

◆T

+
@u

@x
+

✓
@u

@x

◆T ✓
@u

@x

◆

⇡ I+ 2"
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strain measures

strains based on right stretch tensor U

E(1) = U� I

E = E(2) =
1

2

�
U2 � I

�

=
1

2
(C� I) =

1

2

⇣
FTF � I

⌘

E(m) =
1

m
(Um � I)

• Biot 

• Green’s Lagrangian 

• Doyle–Ericksen
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velocity gradient

time-dependent displacement, motion y(t)

L =
@v

@y
= gradv

v =
d

dt
u = u̇ = ẏ• velocity field 

• spatial velocity gradient 
 
(relative velocity between two 
points in current configuration)

reference current
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velocity gradient

relation to rate of change of deformation gradient 

L dy =
@v

@y
dy ⌘ d

dt
dy =

d

dt
F dx = Ḟ dx = ḞF

�1 dy

change in velocity rate of change of 
relative position

⌘

L = ḞF�1

Ḟ = LF
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velocity gradient

material time derivatives

(dy)̇ = (Fdx)̇

= Ḟdx+ F(dx)̇

= Ḟdx

= LFdx

= L dy

(dy)̇ = L dy

(dlb)̇ = L dlb

(dl)̇b+ dl ḃ = L dlb

b · b(dl)̇ + b · ḃ dl = b · L dlb

(dl)̇ = b · L dlb
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velocity gradient

additive decomposition

L = Lsym + Lskew =
1

2

�
L+ LT

�
+

1

2

�
L� LT

�
= D+W

stretch rate tensor

spin rate tensor



continuum mechanics: kinematics

88

elasto-plastic decomposition

unstrained elastic only

plastic from single 
dislocation elasto-plastic

• crystalline solid 

• elastic and/or 
plastic shape 
change 

• pure plastic is 
lattice-invariant 
and stress-free
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elasto-plastic decomposition

X

reference current

intermediate
(or relaxed)

infinitesimal
neighborhood of 

α

α
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elasto-plastic decomposition

X

reference current

intermediate
(or relaxed)

infinitesimal
neighborhood of 

α

α

F = FeFp
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elasto-plastic decomposition

velocity gradient decomposition

L = ḞF�1

= (FeFp)̇Fp
�1Fe

�1

= ḞeFpFp
�1Fe

�1 + FeḞpFp
�1Fe

�1

= ḞeFe
�1 + Fe ḞpFp

�1 Fe
�1

= Le + Fe Lp Fe
�1

acts in current 
configuration

acts in 
intermediate 
configuration
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total force acting on body

• body force field 

• surface tractions

reference current

k =

Z

S0

t0 dS0 =

Z

S
t dS

=

Z

S0

P dn0 =

Z

S
� dn

first Piola–
Kirchhoff 

(nominal) stress
Cauchy stress

g
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total force acting on body

• body force field 

• surface tractions

reference current

dn = JF�Tdn0

P = J�F�T

k =

Z

S0

P dn0 =

Z

S
� dn
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total force acting on body

integration of body forces 
and surface tractions

f =

Z

B0

⇢0 v̇ dV0 =

Z

B0

⇢0 g dV0 +

Z

S0

t0 dS0

reference

B0
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balance of linear momentum

reference

B0

0 =

Z

B0

✓
⇢0 g +

@P

@x
� ⇢0 v̇

◆
dV0

=

Z

B0

(DivP+ ⇢0 (g � v̇)) dV0

DivP = ⇢0 (v̇ � g)

= 0

negligible body 
forces and 

acceleration
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balance of angular momentum

PFT = FPT () � = �T

reference current
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overview

reference current
• modeling objective 

• material point 

• hierarchical simulation framework
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modeling objective crystalline solid why consider 
crystallinity at all?

• anisotropy 
• physically-

based model

solve partial differential 
equation system under 
time-varying boundary 

conditions

mechanical 
response ?

• traction, 
displacement 

• temperature 
• other fields…

DivP = 0

CurlF = 0
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solution methods

solve partial differential 
equation system under 
time-varying boundary 

conditions

DivP = 0

• finite differences 
• spectral collocation / 

Green’s function 
• finite elements

+ spatial discretization
P(F)

point-wise 
evaluation of

CurlF = 0
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material point

P(F)

what is there?

?
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material point

local material constitution depends on 
ratio of mesh size / microstructure size

• direct crystal plasticity  (mesh finer than crystallites) 

• statistical crystal plasticity   (mesh larger than crystallites)
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material point constitution

10.1016/j.ijfatigue.2012.04.022

ht
tp
://
ax
iso
rig
in.
co
m
/h
ka
ne
/w
p-
co
nt
en
t/u
pl
oa
ds
/S
te
nt
_0
1.j
pg

direct crystal plasticity

F = F

P = P(F)



• composite response            ? 

• approximations required 

• subdivision into tractable 
problems
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material point constitution

mean-field grain cluster computational

polycrystalline
microstructure

at material point 

component
geometry

representation of       subdomain 

statistical crystal plasticity

P(F)
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material point constitution

subdivision into tractable problems

F

F1

F2

...

FN

P1

P2

...

PN

P

deformation 
partitioning

stress 
homogenization

single crystallite 
constitutive 

relation
P(F)
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single crystal constitution

elasto-plasticity

• P(F) is known for purely elastic deformation 

• in general, P(F) is not directly accessible since 
rate of plasticity is driven by stress  
 
(recall part on driving force in DDD lecture)
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single crystal constitution

Maxwell model of elasto-plasticity

time-
dependent 
plasticity 

instantaneous 
elasticity

P(F(t))

boundary 
condition

system 
response
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elasto-plastic decomposition

X

reference current

intermediate
(or relaxed)

infinitesimal
neighborhood of 

α

α
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elasto-plastic consistency

S Lp

FpFe

F = FeFp

Ḟp = LpFp

plastic 
deformation

plastic 
deformation 

rate

elastic 
deformation

stress 
(in intermediate 
configuration) mate

ria
l 

co
ns

titu
tive

 

res
pon

se

kin
em

ati
cs
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single crystal constitutive law

• internal state variables 

• elastic stress 

• plastic velocity gradient 

• rate of internal state evolution

s

S = S(Fe, s)

= C : E = C : (Fe
TFe � I)/2

Lp = Lp(S, s)

ṡ = ṡ(S, s)
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DAMASK (Düsseldorf Advanced Materials Simulation Kit)

constitutive law

• elasticity
• plasticity

solver for

• equilibrium
• compatibility

F̄ P̄

def. partitioning 
& 

homogenizationP

F
(thermo-)  

elasto-plasticity

17
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crystallite

continuum

reference current

F =
@y

@x
deformation

P = P (F , Ḟ )stress
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upcoming lectures

• constitutive descriptions of single crystal plasticity 

• time integration and numerical solution schemes 

• polycrystal plasticity, microstructure homogenization 

• solution methods for full-field mechanical boundary value 
problem
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flexible material point setup

homogenization 
scheme

microstructure

phase texture
phase texture
phase texture

<homogenization> 

[Taylor] 

  type  isostrain 
  Ngrains 1 

[GrainCluster] 

  type   RGC 
  Ngrains  8 
  clustersize  2 2 2         
  …

<microstructure> 

[Aluminum_j2] 

  crystallite  1 
  (constituent) phase 1 texture 1 fraction 1.0 

[DP_Steel] 

  crystallite  1 
  (constituent) phase 2 texture 1 fraction  0.82 
  (constituent) phase 3 texture 1 fraction  0.18  

<phase> 

[Aluminum_J2isotropic] 

  elasticity hooke 
  plasticity j2 

  (output)  flowstress 
  (output)  strainrate 

  c11   110.9e9 
  c12   58.34e9 
  taylorfactor 3 
  tau0  31e6 
   …

constitutive law lattice orientation 
distribution
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overview

• lattice slip kinematics and resolved stress  

• experimental background 

• phenomenological descriptions 

• dislocation density-based descriptions
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resolved stress

• work done by 
dislocation motion W = dA ⌧ b

slipped area

force per area in 
direction of slip

⌧ = (� n) ·m
= � · (m⌦ n)

n

m
� 
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lattice slip kinematics

• rotation of slip 
direction and slip 
plane normal

nm
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lattice slip kinematics

λ
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x/ℓ0 = κ0 x/ℓ = κ y/ℓ0 = λ0 y/ℓ = λ

τ = σw cosκ cosλ = σw · cosκ0

1 + ε
·

√

1 − sin2 λ0

(1 + ε)2

= σw · cosκ0

(1 + ε)2

√
(1 + ε)2 − sin2 λ0

τdγ = σw ·dεw

dγ =
dεw

cosκ · cosλ
=

dε
(1+ε)

cosκ · cosλ
=

(1 + ε)dε

cosκ0

√
(1 + ε)2 − sin2 λ0

γ =

γ∫

0

dγ =
ε∫

0

dε
(1+ε)

cosκ · cosλ

=
1

cosκ0

[√
(1 + ε)2 − sin2 λ0 − cosλ0

]

ε

τ(γ) σ(ε)

l cos = l0 cos0

l sin� = l0 sin�0
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lattice slip kinematics (tension)

l cos = l0 cos0

l sin� = l0 sin�0

ℓ

ℓ0
= 1 + ε =

sinλ0

sinλ
=

cosκ0

cosκ

λ0 κ0 λ
κ ε
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lattice slip kinematics

@u

@y
h = b

@u

@y
hn = bm

@u

@y
=

b

h
m⌦ n

@u

@y
=

bA

V
m⌦ n = �m⌦ n

@v

@y
=

b Ȧ

V
m⌦ n = �̇ m⌦ n| {z }

slip system 
geometry
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lattice slip kinematics

Lp =
X

↵

�̇↵ m↵ ⌦ n↵
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experimental background

single crystal deformation
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experimental background

single crystal deformation
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Abgleitung γ

S
ch

ub
sp

an
nu

ng
 τ

γII γIII

τIII

τII

τ0

Bereich I Bereich II Bereich III

Abgleitung γAbgleitung γ

S
ch

ub
sp

an
nu

ng
 τ

S
ch

ub
sp

an
nu

ng
 τ

γII γIII

τIII

τII

τ0

τpass τS

a / 2 0 1 1

a / 2 1 1 0

(1 1 1)

111)(

• I: slip over large areas, little 
dislocation  deposition on 
2nd systems 

• II: formation of locked 
configurations, fresh 
dislocations required 

• III: increasing influence of 
dynamic annihilation
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phenomenological description

• internal state parameterization 

• internal state evolution 

• slip kinetics
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phenomenological description

• resistance to deformation on 
each slip system

internal state parameterization

g↵

positive and 
negative sense
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phenomenological description

• slip causes change in 
deformation resistance

internal state evolution

dg↵ = h↵�
��d��

��

ġ↵ = h↵�
���̇�

��

= q↵� h0


sgn

✓
1� g

g1

◆ ����1�
g

g1

����
a� ���̇�

��

slip system 
interaction

saturation 
level
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phenomenological description

• non-linear relation between 
deformation rate and applied 
stress

slip kinetics

�̇↵ = �̇0

����
⌧↵

g↵

����
n

sgn (⌧↵)

stress sensitivity or 
rate insensitivity
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phenomenological description

advantages drawbacks

• relatively simple 

• 10 parameters

• no intrinsic 
temperature 
dependence 

• no clear 
mechanism(s) for 
internal state 
evolution
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dislocation density-based description

• internal state parameterization 

• internal state evolution 

• slip kinetics
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dislocation density-based description

internal state parameterization

• dislocation density on each slip 
system

%↵
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dislocation density-based description

internal state evolution

• dislocation production 

• dislocation annihilation

%̇↵+

%̇↵�
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dislocation density-based description

internal state evolution: production

• dislocations get stuck while 
slipping 

• geometric parameter: 
slipped area per deposited 
dislocation length 

• rate of dislocation density 
increase

⇤

b⇤
V

V
=

d�↵

d%↵
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dislocation density-based description

internal state evolution: production

• geometric parameter is structure 
dependent

⇤ / %�0.5

d%↵ =

p
%↵

b c⇤
|d�↵|

%̇↵ =

p
%↵

b c⇤
|�̇↵|
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dislocation density-based description

internal state evolution: annihilation

• encounter of compatible slipped 
area 

• sampled volume fraction

dlnV =
dA+

V
2d?

=
d�

b
2d?

d%↵� = 2%↵ dlnV

= 2 · 2%↵ d?

b
|d�↵|
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dislocation density-based description

internal state evolution: additional states

• stable dipoles as precursor for 
annihilation following glide-
independent process 

• locked dislocation situations 

• …
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dislocation density-based description

slip kinetics

• Orowan equation �̇↵ = %↵ b v↵

velocity of 
dislocation motion
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dislocation density-based description

possible obstacles to dislocation motion

• dislocation structure 

• Peierls barrier 

• solute atoms (or clusters)
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dislocation density-based description

dislocation density as obstacle to dislocation motion

• no thermal activation possible 

• mechanical threshold 

• slip system interaction

⌧ e↵ =

(
(|⌧ |� ⌧cr) sgn (⌧) if |⌧ | > ⌧cr
0 if |⌧ |  ⌧cr

⌧↵cr = µ b
q

a↵� %�
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dislocation density-based description

slip system interactions (fcc)

34

sidered as one of the latter. Their interaction with other dislocations
is so strong that they can hardly be thermally activated. Hence, we
describe the effect of dislocation obstacles in terms of a mechani-
cal threshold stress, called critical resolved shear stress tcr. For an
applied resolved stress below this critical resolved shear stress, we
presume no dislocation activity. Above, only an effective resolved
shear stress teff that is reduced by the critical resolved shear stress
is acting as driving force for dislocation motion.22

22 A. Seeger. The Temperature De-
pendence of the Critical Shear Stress
and of Work-hardening of Metal
Crystals. Philosophical Magazine Se-
ries 7, 45(366):771–773, 1954. doi:
10.1080/14786440708520489

teff =

8

<

:

(|t |� tcr) sign t if |t | > tcr

0 if |t |  tcr
(3.38)

The flowstress tcr accounts for the different strength of the reaction
products of the interacting dislocations depending on the slip sys-
tems involved. In the case of fcc crystals, six distinct reactions

z

x

1 2 3 4 5 6 7 8 9 10 11 12

1 s cp cp h l g cl g g h g l

2 cp s cp l h g g h l g cl g

3 cp cp s g g cl g l h l g h

4 h l g s cp cp h g l cl g g

5 l h g cp s cp g cl g g h l

6 g g cl cp cp s l g h g l h

7 cl g g h g l s cp cp h l g

8 g h l g cl g cp s cp l h g

9 g l h l g h cp cp s g g cl

10 h g l cl g g h l g s cp cp

11 g cl g g h l l h g cp s cp

12 l g h g l h g g cl cp cp s

Table 3.3: Interaction types
between slip systems z and
x in an fcc crystal structure;
s: self interaction; cp: copla-
nar interaction; cl: collinear
interaction; h: Hirth locks;
g: glissile junctions; l: Lomer
locks. Slip systems are defined
in table 3.1.

with characteristic strength can be identified (see table 3.3 for a
correlation between slip systems and interaction types). Following
the work of Kubin et al.,23 the critical resolved shear stress of a slip

23 L. Kubin, B. Devincre, and
T. Hoc. Modeling dislocation stor-
age rates and mean free paths in
face-centered cubic crystals. Acta
Mater., 56(20):6040–6049, 2008. doi:
10.1016/j.actamat.2008.08.012system x reads

t

x

cr = µb
s

Â
z

axz

$

z , (3.39)

where axz characterizes the interaction strength between different
slip systems x and z as a result of the various interaction types. In
case of fcc crystals, the interaction coefficients axz are thought to
be equal to the values given in table 3.4.24 In contrast to Kubin

24 According to Kubin et al. [2008]
the three coefficients for junction
forming mechanisms (Hirth, glissile
and Lomer) slightly depend on the
dislocation density because of line
tension effects. This can be captured
by a correction term

c =

0

@0.2 + 0.8
log

�

0.35bp$f
�

log
⇣

0.35bp$ref

⌘

1

A

2

with $ref = 1·1012 m�2.

et al. [2008] we assume the coefficients for the self and the coplanar
interaction to be equal to zero. Instead, self hardening is implied

• self 

• coplanar 

• collinear 

• Hirth lock 

• Lomer lock 

• glissile junction
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dislocation density-based description

slip system interactions (fcc)

• determination of 
interaction strength 
from computational 
experiments using 
discrete dislocation 
dynamics

constitutive laws 35

interaction type interaction coefficient

self 0
coplanar 0
collinear 0.625

Hirth 0.07
glissile 0.137
Lomer 0.122

Table 3.4: Interaction coeffi-
cients for fcc crystals. Values
for the collinear interaction,
Hirth locks, glissile junctions
and Lomer locks are taken
from Kubin et al. [2008].

by the sink term for the monopolar density due to formation of
dipoles, which decreases the amount of available carrier density
for dislocation slip (see eqs. (3.30a) and (3.30b)). Kubin et al. [2008]
themselves pointed towards a second likely mechanism for the self
hardening during stage I: the deposition of edge jogs on the cross-
slip plane due to the annihilation of screw dipoles as described in
section 3.2.6. These edge jogs that are left behind on the cross-slip
plane act as a source for self hardening due to the strong collinear
interaction. While Kubin et al. [2008] included these effects im-
plicitly by a non-zero hardening coefficient for self and coplanar
hardening, the present work tries to make direct use of the infor-
mation about the annihilation of screw dipoles. The rate of screw
dipole annihilation entails a production rate of edge jogs on the
collinear system as given in eq. (3.36). This production term on the
collinear system then leads to significant hardening of the primary
slip system, similar to a self hardening effect.

Additionally to dislocation obstacles, the present work considers
thermally activated obstacles to dislocation motion such as Peierls

barriers and solid solution atoms. Thermal activation is treated in
the standard approach introduced by Kocks et al..25 The probability 25 U.F. Kocks, A.S. Argon, and M.F.

Ashby. Thermodynamics and Kinetics
of Slip. Progress in Materials Science, 19:
1–291, 1975

P to overcome an obstacle by thermal activation is given by

P = exp

 

� Q
kBT

 

1 �
 

�

�

teff
�

�

t̂

!p!q!

, (3.40)

where Q is the activation energy that is needed to overcome the
obstacle, t̂ is the strength of the obstacle, and p and q are parame-
ters describing the shape of the energy profile of the obstacle.26 The 26 The probability for backward jumps,

i. e. in direction opposed to the me-
chanical driving force, is considered
negligible.

activation energy is determined by the work that is done when a
shear stress equal to the obstacle strength acts on the slip plane and
causes a relative displacement of b over the slipped area A:

Q = t̂Ab = t̂lsb, (3.41)

where the slipped area A results from a jump of width s along
the activation length l of the dislocation. Obstacles of differing
strength and geometry can concurrently influence the effective
dislocation velocity. E.g., for solid solution particles, the geometry
is determined by the atomic concentration of solid solution particles
cat and the particle size dobst:

lS =
bp
cat

, sS = dobst , (3.42)

Kubin et al. 2008  
PhD thesis Kords 2013
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dislocation density-based description

thermally activated obstacles

MOTION OF A CRYSTAL DISLOCATION 21

Eb

Eb

Eb = Ep

0 < Eb < Ep

Eb = 0τ = τp

t= 0

0 < τ < τp

Peierls valley

Kinks

(a) (b)

Fig. 1.12. (a) A schematic of the periodic Peierls potential for dislocation motion
through a discrete lattice, viewed along the dislocation line (the positions of the
lines are marked by the small filled circles). Eb is the energy barrier that the
dislocation sees when it moves from left to right. The energy barrier decreases
with the increasing stress τ and disappears completely when the stress reaches
the Peierls threshold τ = τP . (b) A three-dimensional sketch of the Peierls
potential. When τ < τP , the dislocation moves by nucleating a kink pair and
propagating the kinks sideways.

obstacles. In the following, we briefly introduce two fundamental parameters that
characterize intrinsic lattice resistance to dislocation motion: the Peierls barrier and
the Peierls stress. These parameters can be computed using the atomistic models
to be described in the following chapters.

Consider a straight dislocation moving in its glide plane. The effect of the crystal
lattice on this motion can be represented by an energy function of the dislocation
position, which has the periodicity of the lattice, as illustrated in Fig. 1.12(a).
Such periodic energy variations cannot be explained from the standpoint of linear
elasticity theory (Section 8.1). Instead, they reflect changes in the dislocation core
energy (Section 5.2) as the dislocation translates from one lattice position to the
next. Periodicity of this energy is a consequence of the translation symmetry of the
crystal.

The minima of this function mark the preferred dislocation positions. These
are sometimes called Peierls valleys. The energy barrier (per unit length) that a
dislocation must surmount to move from one Peierls valley to an adjacent one
under zero stress, is called the Peierls barrier Ep. In the presence of a non-zero
local stress, the PK force acting on a dislocation modifies the periodic energy
function. This modification is represented by a constant slope superimposed on the
periodic potential, as shown in Fig. 1.12(a); the slope is equal to the PK force.
As a result, the actual energy barrier Eb experienced by the dislocation becomes

• solid solution 
atoms 

• Peierls barrier
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dislocation density-based description

thermally activated obstacles

• solid solution 
atoms 

• Peierls barrier

• probability to 
overcome obstacle

activation energy

P = exp

✓
� Q

kBT

✓
1�

✓
|⌧e↵|
⌧̂

◆p◆q◆

Q = ⌧̂ Ab = ⌧̂ l s b
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dislocation density-based description

thermally activated obstacles

• solid solution 
atoms 

• Peierls barrier

• probability to 
overcome obstacle

activation energy

P = exp

✓
� Q

kBT

✓
1�

✓
|⌧e↵|
⌧̂

◆p◆q◆

Q = ⌧̂ Ab = ⌧̂ l s b

lS =
b

p
cat

s
S

= d
obst

sp = blp = wkink
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dislocation density-based description

effective velocity of obstacle overcoming
attempt frequency

t = (⌫a P )�1• waiting time at obstacle 

• average travel distance 
between obstacles 

• travel velocity between 
obstacles

�P = b�S =
b

p
cat

vT = M |⌧e↵|
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dislocation density-based description

effective velocity of obstacle overcoming

v =
�

t+ �
vT

=

✓
t

�
+

1

vT

◆�1

t

�
=

tP
�P

+
tS
�S

+ . . .
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tension of a single crystal 
compared to a bicrystal
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problem

known unknown
F

F

P

P

reference current
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solutions

• mean-field methods 

• grain cluster approaches 

• computational homogenization
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mean-field methods

• no rigorous solution of 
microscopic boundary value 
problem 

• spatially averaged quantities homogeneous in 
inclusion (i)

F =
1

V0

X
V (i)
0 F(i) = hF(i)i

P =
1

V0

X
V (i)
0 P(i) = hP(i)i
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mean-field methods

Taylor, G. I. (1938). Plastic strain in metals. J. Inst. Metals, 62, 307–324.

P = hP(i)i

F(i) = F

F(1) F(2)

iso-strain
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P(i) = P

F = hF(i)i

mean-field methods

iso-stress



homogenization schemes

150

Sachs, G. (1928). Zur Ableitung einer Fließbedingung. 
Z. Ver. Deutsch. Ing., 72, 734–736. 

ratio of shear stress to 
maximum resolved shear stress

F = hF(i)i

P(i) = �(i)P⇤

assumed stress state 
(unit tensor)

selected such that critical resolved 
shear stress is reached on most 

highly stressed slip system

mean-field methods

equal resolved stress



• variable deformation rate 

• volume average 

• constraint

homogenization schemes
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Ḟ(i) = �(i)Ḟ

Ḟ =
X

⌫(i)Ḟ(i)

X
⌫(i)�(i) = 1

Tjahjanto, D. D., Roters, F., & Eisenlohr, P. (2007). Iso-work-rate weighted-
Taylor homogenization scheme for multiphase steels assisted by 
transformation-induced plasticity effect. steel research, 78(10-11), 777–783. 

mean-field methods

iso-work rate
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P(i) · Ḟ(i) = P(N) · Ḟ(N)

Tjahjanto, D. D., Roters, F., & Eisenlohr, P. (2007). Iso-work-rate weighted-
Taylor homogenization scheme for multiphase steels assisted by 
transformation-induced plasticity effect. steel research, 78(10-11), 777–783. 

• equivalent rate of work 

• non-linear equation 
system for free 
parameters

h
�(i)P(i)(�(i))� �(N)P(N)(�(N))

i
· Ḟ = 0

mean-field methods

iso-work rate
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�0 = C0✏0

�1 = C1✏1

� = ⌫0�0 + ⌫1�1

✏ = ⌫0✏0 + ⌫1✏1

✏1 = A✏
✏1 = B✏0

• strain 
localization 
tensors

A = B : [⌫0I+ ⌫1B]�1

mean-field methods

(elastic) composites
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�0 = C0✏0

�1 = C1✏1

� = ⌫0�0 + ⌫1�1

✏ = ⌫0✏0 + ⌫1✏1

• macro 
stiffness

� = C ✏

C = [⌫0C0 + ⌫1C1 : B] :
[⌫0I+ ⌫1B]�1

mean-field methods

(elastic) composites
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• macro 
stiffness 

• iso-strain 

• iso-stress

C = [⌫0C0 + ⌫1C1 : B] :
[⌫0I+ ⌫1B]�1

B = I

B = C1
�1 : C0

mean-field methods

(elastic) composites



homogenization schemes

156

Eshelby formalism

mean-field methods
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Eshelby formalism

• cut out

mean-field methods



homogenization schemes

158

Eshelby formalism

• cut out 

• stress-free 
eigenstrain ✏⇤

mean-field methods
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Eshelby formalism

• cut out 

• stress-free 
eigenstrain 

• apply stress 
(or traction)

✏⇤

��⇤

mean-field methods
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Eshelby formalism

✏⇤

��⇤

• cut out 

• stress-free 
eigenstrain 

• apply stress 
(or traction) 

• put back

mean-field methods
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Eshelby formalism

✏⇤

��⇤

• cut out 

• stress-free 
eigenstrain 

• apply stress 
(or traction) 

• put back

mean-field methods
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Eshelby formalism

• cut out 

• stress-free 
eigenstrain 

• apply stress 
(or traction) 

• put back 

• release

✏⇤

��⇤

Green’s function for displacement resulting from (point) body forces

within ellipsoidal inclusions

) ✏c = S ✏⇤ ⌘ const

Eshelby tensor

mean-field methods
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isolated inclusion

✏1 = H(I,C0,C1)| {z }
[I+S(I,C0):C0

�1:(C1�C0)]�1

✏

C0

C1

✏

mean-field methods

shape (aspect ratios) and 
orientation of inclusion
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isolated inclusion

• self-
consistent 

• Mori–Tanaka 
(1973)

✏1 = H(I,C,C1)✏

unknown composite modulus

inclusion experiences 
matrix strain as far-field 

strain

mean-field methods

✏1 = H(I,C0,C1)✏0
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summary

• inclined towards (relatively) isolated inclusions  
(no heterogeneous neighborhood) 

• extension to non-linear materials not trivial

mean-field methods
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strategy

grain cluster methods

• partial relaxation of iso-strain assumption 

• compatibility maintained on average 

• stress equilibrium partly fulfilled
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LAMEL

grain cluster methods

e3 = n

e2e1

Grain a

Grain b
• stack of two “flat” 

grains 

• stack experiences 
plastic velocity 
gradient 

• each grain may 
deviate by two 
shear relaxation 
modes

�L
p

=
2X

r=1

�̇r
rlx

Kr
rlx

= �̇1

rlx

0

@
0 0 1
0 0 0
0 0 0

1

A+ �̇2

rlx

0

@
0 0 0
0 0 1
0 0 0

1

A

=

0

@
0 0 �̇1

rlx

0 0 �̇2

rlx

0 0 0

1

A
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LAMEL

grain cluster methods

e3 = n

e2e1

Grain a

Grain b

• symmetric distribution 
(valid for equal grain volume) 

• usually slip system 
activity differs in both 
grains

La = Lp +�Lp =
NaX

↵=1

(m↵ ⌦ n↵) �̇↵

Lb = Lp ��Lp =
NbX

�=1

�
m� ⌦ n�

�
�̇� ,
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LAMEL

grain cluster methods

e3 = n

e2e1

Grain a

Grain b

• solution minimizes 
plastic dissipation rate

P =
NaX

↵=1

⌧↵ �̇↵ +
NbX

�=1

⌧� �̇� +
X

r=1

⌧ r
rlx

|�̇r
rlx

| = min

relaxation penalty stress
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LAMEL advancements

grain cluster methods

• relax grain boundary 
neighborhoods
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• extension of mono-directional 
to tri-directional “stack”

strategy

grain cluster methods

Cluster axes

e3

e2e1
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• relax all grain pairs stacked along the shortest and second 
shortest dimension as in LAMEL 

• resulting incompatibility (excess/gaping) is translated into 
geometrically necessary dislocation density with associated 
(penalty) energy 

grain interaction (GIA) model (2 x 2 x 2 grains)

grain cluster methods

• Wagner, P. (1994). Zusammenhange zwischen mikro- und makroskopischen Verformungsinhomogenitäten und der Textur. Ph.D. 
thesis, RWTH Aachen 

• Crumbach, M., Pomana, G., Wagner, P., & Gottstein, G. (2001). A Taylor type deformation texture model considering grain 
interaction and material properties. Part I – Fundamentals. In G. Gottstein, & D. A. Molodov (Eds.), Recrystallisation and Grain 
Growth, Proceedings of the First Joint Conference (pp. 1053–1060). Berlin: Springer
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• generalization of GIA 

• finite strain 

• arbitrary relaxations 

• arbitrary cluster size

relaxed grain cluster (RGC) model (p x q x r grains)

grain cluster methods

Tjahjanto, D. D., Eisenlohr, P., & Roters, F. (2010). A novel 
grain cluster-based homogenization scheme. Modelling and 
Simulation in Materials Science and Engineering, 18, 015006
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• relaxation vector 
displaces mutual 
interface

relaxed grain cluster (RGC) model (p x q x r grains)

grain cluster methods

d3

d1

d2

n2
g

n3
g

n1
g

n–1
g

n–3
g

n–2
g

a1
g

a–1
g

a–2
g

a2
g

a3
g

a–3
g
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relaxed grain cluster (RGC) model (p x q x r grains)

grain cluster methods

3

21

Grain g1Grain g2

–1
g2 = 1

g1

–1
g2

1
g1

Grain g1Grain g2

• relaxation vector 
displaces mutual 
interface 

• compatible relaxation
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relaxed grain cluster (RGC) model (p x q x r grains)

grain cluster methods

e3

e2e1

Grain g1

Grain g2

a2
g1

n2
g2

n2
g1

a2
g2

• relaxation vector 
displaces mutual 
interface 

• compatible relaxation 

• incompatible relaxation

Grain g1

Grain g2
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relaxed grain cluster (RGC) model (p x q x r grains)

grain cluster methods

• individual grain 
deformation gradient 

• mismatch (surface 
dislocation tensor) 
across interface

Fg = F̄ +
3X

±↵=1

1

d↵
(ag↵ ⌦ ng

↵)

Mg
↵ = �1

2

⇣
ng
↵ ⇥�Fg

↵
T
⌘T

magnitude determines 
penalty energy density
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computational homogenization

F P

• spatially resolve the 
microstructure 

• given boundary conditions 
from macroscopic material 
“point” 

• solve microscopic fields of 
displacement and stress reference current

strategy
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computational homogenization

microscopic displacement field

reference coordinates

deformed coordinates

y = Fx+ e
w

@y

@x
= F +

@ ew
@x

F = F + e
F
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computational homogenization

average microscopic displacement gradient

F =

Z

B0

F dV0

=

Z

B0

F + eF dV0

= F +

Z

B0

eF dV0

| {z }
!
= 0
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computational homogenization

boundary conditions

0 =

Z

B0

eF dV0

=

Z

S0

ew ⌦ dn0

=

Z

S�
0

ew� ⌦ dn0
� +

Z

S+
0

ew+ ⌦ dn0
+

S 
+

S 
–
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computational homogenization

examples
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computational homogenization

examples: turbine rotor
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computational homogenization

examples: turbine rotor

deformation 5x 
exaggerated

!"#$%%&' "( )*+,%- ./ #+(/- (*$( (*/ !01 )+%,("+#
2"3/) $ )$(")4$5(+6& $776+8"9$("+# 4+6 $ :.6/ -";
$9/(/6 +4 (*/ )$9/ 9$2#"(,-/ $) (*/ 3+%,9/
$6+,#- $ <$,)) 7+"#( +4 (*/ !01 9$56+)5+7"5
9/)*= >( *$) .//# 3/6":/- (*$( (*") 9/)* ") #+( (++
5+$6)/ $#- -+/) #+( "#(6+-,5("+# $#& !0 -")5;
6/(")$("+# /66+6=

!"#" $%&%' ()*+,-&,. &% -,/&'01)234 4%3.0/2
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0#2"#/ 9$#,4$5(,6/6) $6/ 5+#)"-/6"#2 (*/ 6/;
7%$5/9/#( +4 9/($%%"5 (,6."#/ 6+(+6) .& .%$-/-
6"#2) C*+)/ .+6/ ") 6/"#4+65/- .& $ 5+97+)"(/' $)
"%%,)(6$(/- "# !"2= FG=

?*") 6$")/) (*/ 76+.%/9 +4 *+C (+ 5+97,(/ (*")
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(*/ 6/"#4+65/9/#( 9"56+)(6,5(,6/ "#(+ $55+,#( "#
-/($"%= ?*/ !01 9+-/% ") /)7/5"$%%& C/%% ),"(/- 4+6
(*$(=

>( ") $)),9/- (*$( (*/ $3/6$2/ 6$-",) +4 (*/ 7$6(
") %$62/ 5+97$6/- C"(* (*/ 6/H,"6/- )7//- +4 6+;
($("+#' )+ (*$( (*/ 5,63$(,6/ +4 (*/ :.6/) 5$# ./
#/2%/5(/-= </#/6$%")/- 7%$#/ )(6$"#) $6/ (*/# $);
),9/- +# (*/ 9"56+)5+7"5 )5$%/ $#- $8")&99/(6&
+# (*/ 9$56+)5+7"5 )5$%/=

!"#"5" 6,(7 3/. *%)/.3'8 -%/.0&0%/(
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)+6) .& )7%"(("#2 (*/ 9/)* "#(+ )/3/# ),.-+9$"#)
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computational homogenization

examples
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"&2.0#I7
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HKLORI> S.2#(3)B- HKLOMI> A#00 HKLOMI> T4%#)*+3)+3 (32 U&
HKLNLI> A()4#3 HKLVRI7 JF.#6(0+3* "(*+%#(0 5%&5+%*#+) (%+
2+%#6+2 () ( %+).0* &1 (3 (3(0-*#$(0 H&% )+"#'(3(0-*#$(0I
)&0.*#&3 &1 ( /&.32(%- 6(0.+ 5%&/0+" 1&% ( )54+%#$(0 &%
+00#5)&#2(0 5(%*#$0+ &1 &3+ "(*+%#(0 #3 (3 #3;3#*+ "(*%#: &1
(3&*4+% "(*+%#(07 ?4#) )+01'$&3)#)*+3* (55%&($4 ,#6+) (
%+()&3(/0+ (55%&:#"(*#&3 1&% )*%.$*.%+) *4(* 5&))+)) )&"+
B#32 &1 ,+&"+*%#$(0 %+,.0(%#*-> /.* #* 1(#0) *& 2+)$%#/+ *4+
/+4(6#&.% &1 $0.)*+%+2 )*%.$*.%+)7 W&%+&6+%> 4#,4
$&3*%()*) /+*9++3 5%&5+%*#+) &1 *4+ 54()+) $(33&* /+
%+5%+)+3*+27

!3&*4+% "(*4+"(*#$(0 (55%&($4 #) *4+ ()-"5*&*#$
4&"&,+3#<(*#&3 *4+&%-> 2&$."+3*+2 #3 S+3)&.))(3 +* (07
HKLNVI (32 Q(3$4+<'X(0+3$#( HKLVYI7 ?4#) "+*4&2 (550#+)
(3 ()-"5*&*#$ +:5(3)#&3 &1 2#)50($+"+3* (32 )*%+)) ;+02)
&3 *4+ ZZ3(*.%(0 0+3,*4 5(%("+*+%EE> 94#$4 #) *4+ %(*#& &1 (
$4(%($*+%#)*#$ )#<+ &1 *4+ 4+*+%&,+3+#*#+) *& ( "+().%+ &1
*4+ "($%&)*%.$*.%+> *& (55%&:#"(*+ *4+#% %+)5+$*#6+ "($'
%&)$&5#$ 2#)*%#/.*#&3) (32 *4+3 .*#0#<+) 6(%#(*#&3(0 5%#3'
$#50+) *& $%+(*+ ( 0#3B /+*9++3 *4+ )$(0+)> )++> +7,7 ?&0+3(2&
(32 W.%(B("# HKLVNI> [+6%#+) +* (07 HKLVLI> \.+2+) (32
]#B.$4# HKLLYI> A&00#)*+% (32 ]#B.$4# HKLLPI (32 C#)4
+* (07 HKLLLI7 ?4+ ()-"5*&*#$ 4&"&,+3#<(*#&3 (55%&($4
5%&6#2+) +11+$*#6+ &6+%(00 5%&5+%*#+) () 9+00 () 0&$(0 )*%+))
(32 )*%(#3 6(0.+)7 A&9+6+%> .).(00- *4+ $&3)#2+%(*#&3) (%+
%+)*%#$*+2 *& 6+%- )#"50+ "#$%&)$&5#$ ,+&"+*%#+) (32
)#"50+ "(*+%#(0 "&2+0)> "&)*0- (* )"(00 )*%(#3)7

!0&3, 9#*4 *4+ 2+6+0&5"+3* &1 $&"5.*(*#&3(0 "+*4&2)
)&'$(00+2 .3#* $+00 "+*4&2) /+$("+ 9#2+0- .)+27 ?4+)+
"+*4&2) (%+ /()+2 &3 *4+ $&3$+5* &1 ( %+5%+)+3*(*#6+
6&0."+ +0+"+3* H^_JI> &%#,#3(00- #3*%&2.$+2 /- A#00
HKLORI7 ?4+ 4&"&,+3#<+2 "(*+%#(0 5%&5+%*#+) (%+ 2+*+%'
"#3+2 /- ;**#3, *4+ %+).0*) &1 *4+ 2+*(#0+2 "&2+0#3, &1 *4+
^_J H*-5#$(00- 5+%1&%"+2 /- *4+ ;3#*+ +0+"+3* "+*4&2I
&3 "($%&)$&5#$ 54+3&"+3&0&,#$(0 +F.(*#&3)7 ?4#) B#32 &1
(55%&($4+) 4() /++3 .)+2 #3 ( ,%+(* 3."/+% &1 2#11+%+3*

!"#$%&'&(")'* +,-.')(-/ 01 203345 61789 ! :$;()<,;=>,;*'< 0334
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!"#"$%"& ' ()*+ ,---

_7 ]&.<3+*)&6( H!I> 87 !7 W7 S%+B+0"(3)> C7 X7 ?7 S((#G+3)
C($.0*- &1 W+$4(3#$(0 J3,#3++%#3,>
`+*4+%0(32) =3)*#*.*+ 1&% W+*(0) ^+)+(%$4>
J#324&6+3 a3#6+%)#*- &1 ?+$43&0&,->
X7D7 S&: MKR> MOYY WS J#324&6+3> ?4+ `+*4+%0(32)
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examples: porous aluminum

!"#$% &'()#%* ($+#,-%. ,- /%0+1 212 $3,-4 " 3%&"'"+% 56
-,+% %#%*%-+ .,30'%+,3"+,(-1

71 8(*&$+% +9% :;< !%'+%= >('0%3 ! !! ! ! ?! 2! @ "-. 3$)6
3+,+$+% +9%3% ,-+( <A1 B?7CD E,%#.,-4 +9% :;< "!%'"4%.
3+'%33 !!:;<1 F9,3 3+'%33 ,3 '%+$'-%. +( +9% *"0'(30(&,0
,-+%4'"+,(- &(,-+ "3 " #(0"# *"0'(30(&,0 3+'%33 !*"0'(1

G1 H"3%. (- +9% 3+'%33 !*"0'(D ()+",-%. >(' %"09 *"0'(6
30(&,0 ,-+%4'"+,(- &(,-+D +9% ,-+%'-"# -(."# >('0%3 "+ +9%
*"0'(30(&,0 #%!%# 0"- )% 0"#0$#"+%.1 I> +9%3% >('0%3 "'%
,- )"#"-0% J,+9 +9% %=+%'-"# #(".D ,-0'%*%-+"# 0(-!%'6
4%-0% 9"3 )%%- "09,%!%. "-. +9% -%=+ +,*% ,-0'%*%-+
0"- )% %!"#$"+%.1 I> +9%'% ,3 -( 0(-!%'4%-0% +9% &'(6
0%.$'% ,3 0(-+,-$%. +( "'',!% "+ "- $&."+%. %3+,*"+,(-
(> +9% *"0'(30(&,0 -(."# .,3&#"0%*%-+31

K1 8"#0$#"+% >(' %"09 *"0'(30(&,0 ,-+%4'"+,(- &(,-+ +9%
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examples: porous aluminum
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computational homogenization

examples: porous aluminum
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• regular array (cubic unitcell) 

• random porosity
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computational homogenization

examples: porous aluminum
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statistical representation of texture

crystallite orientation description

• rotation matrix relating 
reference to crystal frame 

• probability density to find 
volume fraction of crystallites 
at a point in orientation space

0

@
X

Y

Z

1

A = Q

0

@
x

y

z

1

A

⌫ ⌘ dV

V
= f(Q) dQ

infinitesimal volume 
of orientation space

crystallite orientation 
distribution function 

(CODF)
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statistical representation of texture

orientation space

• Bunge (1982) z-x-z rotation

dQ =

1

8⇡2
d'1 dcos� d'2

=

sin�

8⇡2
d'1 d� d'2

'1 '2
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statistical representation of texture

orientation space discretization

• Bunge (1982) z-x-z rotation

dQ =

1

8⇡2
d'1 dcos� d'2

=

sin�

8⇡2
d'1 d� d'2

'1 '2

�

discrete volume of 
orientation space f i = ⌫i

.Z

box

i

dQ
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statistical representation of texture

representation by discrete number of orientations

• how to select a given number of 
orientations to best represent an 
orientation distribution ?

!
box spacing

p(Qi
) =

f i
sin�i

max(f sin�)
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statistical representation of texture

representation by discrete number of orientations

• how to select a given number of 
orientations to best represent an 
orientation distribution ? 1
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n⇤i
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!
box spacing

Eisenlohr, P., & Roters, F. (2008). Selecting sets of discrete orientations for accurate 
texture reconstruction. Computational Materials Science, 42(4), 670–678.
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statistical representation of texture

representation by discrete number of orientations

• systematic over-prediction 
at (relatively) low numbers 
of discrete orientations 
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statistical representation of texture

representation by discrete number of orientations

• systematic over-prediction 
at (relatively) low numbers 
of discrete orientations 

• blend of probabilistic and 
deterministic schemes 
(“hybrid”)
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• generate an approximate solution to 

• a boundary value problem (field problem) on 

• an (irregular) domain 

• governed by (a system of) partial differential equations (PDEs)

purpose
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• order: highest derivative 

• linear/non-linear: in dependent variable or its derivative

classification of PDEs

F (x, y, . . . , u, u
,x

, u

,y

, . . . , u

,xx

, u

,xy

, u

,yy

, . . .) = 0

independent 
variables

dependent 
variable
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• elliptic (heat conduction, electrostatics) 

• parabolic (diffusion) 

• hyperbolic (wave equation)

classification of second-order PDEs

Au
,xx

+B u
,xy

+ C u
,yy

= D

B2 � 4AC < 0

B2 � 4AC = 0

B2 � 4AC > 0

u

,xx

+ u

,yy

= f(x, y)

u
,xx

= u
,t

c2 u
,xx

� u
,tt

= 0
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• strong form 

• weak form

governing PDE

F = 0

Z

⌦
⌘ F = 0

u satisfies PDE 
everywhere

u satisfies PDE on 
average in domain

function space for u has 
infinite dimension…
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• “triangulation” of domain 

• low-order polynomial in 
each element

discretization of function space and domain

node

element

p = a1

+ a2x+ a3y

+ a4xx+ a5xy + a6yy

+ . . .
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approximation within single element

node

element

function
nodal 
value

• function determined by 
nodal values 

• edge values only 
depend on values at 
shared nodes
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approximation within domain

• globally continuous 

• uniquely defined by set of nodal 
values 

• interpolation by basis functions

7
12

13

9

8

10

6

5

2

3

4

1

17

16

1511

14

18

Figure 1.7: Global numbering of nodes

Figure 1.8: The graph of a nodal basis function: it looks like a camping tent.

restricted to each triangle it is a polynomial (or smooth) function. Then

u
h

2 H1(≠) () u
h

is continuous.

There is certain intuition to be had on why this result is true. If you take a derivative of a
piecewise smooth function, you obtain Dirac distributions along the lines where there are
discontinuities. Dirac distributions are not functions and it does not make sense to see if
the are square–integrable or not. Therefore, if there are discontinuities, the function fails
to have a square–integrable gradient.

2.4 Dirichlet nodes

So far we have taken into account the discrete version of the domain ≠ but not the partition
of its boundary ° into Dirichlet and Neumann sides. We first need some terminology. A
Dirichlet edge is an edge of a triangle that lies on °

D

. Similarly a Neumann edge is an
edge of a triangle that is contained in °

N

. The vertices of the Dirichlet edges are called
Dirichlet nodes. Notice that the doubt may arise in transitions from the Dirichlet to
the Neumann part of the boundary. If a node belongs to both °

N

and °
D

it is a Dirichlet
node.

15

Ni(xk) = �ik

u(x) =
NX

i

ui Ni(x)

{ui}
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solution to weak form

• nodal basis functions 
as test function

Z
Ni F = 0

system of N 
equations to solve 
for unknown nodal 

degrees of freedom
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example problem: taut wire

1

Model of a Taut Wire

This chapter will formulate a relatively simple model for the so-called initial boundary value prob-
lem that describes the deflection or vibrations of a taut string. In the next chapter, we will seek
approximate solutions to this model with the Galerkin method.

1.1 Deriving the PDE model

Figure 1.1 illustrates an idealization of a taut wire. The wire is under prestress by the force P ,
assumed to be uniform along the length of the wire. The left-hand end is immovably fixed, while the
right-hand end is held in a fixture which can slide perpendicularly to the axis of the wire (occasionally
referred to as a “roller”). A transverse force FL is applied at the movable end. In addition, there
may be some distributed force q (in physical units of force per unit length) acting along the length
(for instance gravity). The transverse displacement is a function of both the axial coordinate x and
the time t, w = w(x, t) . The transverse displacement is assumed to be very small compared to the
length of the wire. The deformation in Figure 1.1 is highly magnified in order to be apparent.

Fig. 1.1. Schematic of taut wire

1.2 Balance equation

We take a segment of length ∆x of the wire (see Fig. 1.2). The forces acting on the segment are the
prestressing forces in either cross-section and the resultant of the distributed load. By assumption
the deflection is very small compared to the span, w ≪ L, and we also assume that the slope of the
wire is very small, w′ = ∂w/∂x≪ 1. These geometrical features are introduced into the balance of all
the forces. In the horizontal direction we have just the two prestressing forces in opposite directions
and hence they cancel. In the vertical direction we add up the components of the prestressing forces
in the vertical direction with the transverse load, where we take the Taylor-series approximation for
the slope at x+∆x

w′(x+∆x) ≈ w′(x) + w′′(x)∆x ,

and

P. Krysl, Thermal and stress analysis with the finite element method, Pressure Cooker Press, 2010
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governing equation

1

Model of a Taut Wire

This chapter will formulate a relatively simple model for the so-called initial boundary value prob-
lem that describes the deflection or vibrations of a taut string. In the next chapter, we will seek
approximate solutions to this model with the Galerkin method.

1.1 Deriving the PDE model

Figure 1.1 illustrates an idealization of a taut wire. The wire is under prestress by the force P ,
assumed to be uniform along the length of the wire. The left-hand end is immovably fixed, while the
right-hand end is held in a fixture which can slide perpendicularly to the axis of the wire (occasionally
referred to as a “roller”). A transverse force FL is applied at the movable end. In addition, there
may be some distributed force q (in physical units of force per unit length) acting along the length
(for instance gravity). The transverse displacement is a function of both the axial coordinate x and
the time t, w = w(x, t) . The transverse displacement is assumed to be very small compared to the
length of the wire. The deformation in Figure 1.1 is highly magnified in order to be apparent.

Fig. 1.1. Schematic of taut wire

1.2 Balance equation

We take a segment of length ∆x of the wire (see Fig. 1.2). The forces acting on the segment are the
prestressing forces in either cross-section and the resultant of the distributed load. By assumption
the deflection is very small compared to the span, w ≪ L, and we also assume that the slope of the
wire is very small, w′ = ∂w/∂x≪ 1. These geometrical features are introduced into the balance of all
the forces. In the horizontal direction we have just the two prestressing forces in opposite directions
and hence they cancel. In the vertical direction we add up the components of the prestressing forces
in the vertical direction with the transverse load, where we take the Taylor-series approximation for
the slope at x+∆x

w′(x+∆x) ≈ w′(x) + w′′(x)∆x ,

and

Pw00 + q = µẅ

2 Thermal and Stress Analysis with the FEM

w′′(x) =
∂2w(x)

∂x2
,

and we equate the resultant of the vertical forces to the inertial force (Newton’s law). This leads to
a balance equation for the taut wire

Pw′′ + q = µẅ , (1.1)

where ẅ =
∂2w

∂t2
is the acceleration.

Fig. 1.2. The forces acting on a segment of the taut wire

1.3 Boundary conditions

The function w that describes the transverse deflection takes two arguments, x, and t. It is defined
on a rectangular domain shown in Fig. 1.3: 0 ≤ x ≤ L, and 0 ≤ t ≤ t̄. The deflection function needs
to be determined to satisfy the balance equation (1.1). However, derivatives with the respect to the
variables x and t needs to be “integrated” in order to arrive at a solution, and that implies the
presence of integration “constants”. In order to determine the solution uniquely we need to resolve
the integrations, and for that we need additional equations. Indeed, there are other things we would
require a solution to satisfy, namely the conditions at the boundaries of the domain rectangle.

How many pieces of information do we need to know? A reasonable answer is, ‘Enough to make
the solution unique.’ Using the definitions

v =
∂w

∂t
, θ =

∂w

∂x
,

we may rewrite the balance equation that involves the second derivatives of the function w as a
system of first order partial differential equations

∂θ

∂t
=
∂v

∂x

P
∂θ

∂x
+ q − µ

∂v

∂t
= 0

For each derivative
∂v

∂x
,
∂θ

∂x
, one boundary condition (integration constant) will be needed. Similarly,

for each of the time derivatives
∂v

∂t
, and

∂θ

∂t
one boundary condition along the time axis will be

required.

1.4 Boundary conditions (in space)

The conditions on w along the edges of the domain rectangle parallel to the time axis are known
(for historical reasons) as the boundary conditions. (Perhaps also because they are applied along
the physical boundaries of the structure.)

P. Krysl, Thermal and stress analysis with the finite element method, Pressure Cooker Press, 2010
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boundary condition

1

Model of a Taut Wire

This chapter will formulate a relatively simple model for the so-called initial boundary value prob-
lem that describes the deflection or vibrations of a taut string. In the next chapter, we will seek
approximate solutions to this model with the Galerkin method.

1.1 Deriving the PDE model

Figure 1.1 illustrates an idealization of a taut wire. The wire is under prestress by the force P ,
assumed to be uniform along the length of the wire. The left-hand end is immovably fixed, while the
right-hand end is held in a fixture which can slide perpendicularly to the axis of the wire (occasionally
referred to as a “roller”). A transverse force FL is applied at the movable end. In addition, there
may be some distributed force q (in physical units of force per unit length) acting along the length
(for instance gravity). The transverse displacement is a function of both the axial coordinate x and
the time t, w = w(x, t) . The transverse displacement is assumed to be very small compared to the
length of the wire. The deformation in Figure 1.1 is highly magnified in order to be apparent.

Fig. 1.1. Schematic of taut wire

1.2 Balance equation

We take a segment of length ∆x of the wire (see Fig. 1.2). The forces acting on the segment are the
prestressing forces in either cross-section and the resultant of the distributed load. By assumption
the deflection is very small compared to the span, w ≪ L, and we also assume that the slope of the
wire is very small, w′ = ∂w/∂x≪ 1. These geometrical features are introduced into the balance of all
the forces. In the horizontal direction we have just the two prestressing forces in opposite directions
and hence they cancel. In the vertical direction we add up the components of the prestressing forces
in the vertical direction with the transverse load, where we take the Taylor-series approximation for
the slope at x+∆x

w′(x+∆x) ≈ w′(x) + w′′(x)∆x ,

and

P. Krysl, Thermal and stress analysis with the finite element method, Pressure Cooker Press, 2010

1.4 Boundary conditions (in space) 3

Fig. 1.3. The domain of the deflection function w. The function w that represents the response of a simply
supported wire going through slightly more than two cycles of vibration at the second natural frequency is
shown as a surface raised above the domain and level curves.

It needs to be realized that the domain of the wire, that is the interval 0 ≤ x ≤ L, has only
one boundary, namely the two endpoints, x = 0 and x = L. Since these two points are disjoint, the
boundary of the interval consists of two disjoint sets. As discussed in more detail in Chapter 5, we
are really prescribing a single boundary condition. Since it happens to be applied at two disjoint
points, we loosely use the plural “boundary conditions”.

In this example, at the left-hand end of the wire we are prescribing in general nonzero displace-
ment,

w(0, t) = w̄0(t) . (1.2)

As we shall find out, there is a good reason why this kind of condition is commonly called the
essential boundary condition.

At the other end the boundary condition is of a different nature. It is also a bit more interesting,
as we have to derive it. Again, we take a short section of the wire of length ∆x (see Fig. 1.4). This
time there are terms that are multiplied by ∆x, but there are also others which are not. Only the
latter survive when we make ∆x go to zero

−P ∂w
∂x

(L, t) + FL(t) = 0 . (1.3)

This boundary condition is simply the balance of forces at the end of the wire. Boundary conditions
of this kind are called natural boundary conditions.

Fig. 1.4. The forces acting on the right-hand end of the taut wire

Exercise 1.

Pw0(L, t) = FL(t)

w(0, t) = w̄0(t)

“essential” 
boundary condition

“natural” boundary 
condition



finite element method

212

initial condition

w(x, 0) = w̄(x)• position 

• velocity ẇ(x, 0) = v̄(x)
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Galerkin method of weighted residual

• approximate fulfillment of the 
governing equation(s) by 

• minimizing the residual 

• weighting the residual by test 
function

• use multiple test functions with 
limited support

Pw

00(x) + q(x) = rB(x)

static case for 
simplicity

Z L

0
⌘j(x) rB(x) dx

!
= 0

Z L

0
⌘(x) rB(x) dx

!
= 0

Z L

0
rB(x) dx

!
= 0
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shifting derivatives for piecewise linear approximation

16 Thermal and Stress Analysis with the FEM

the rules of the game by getting rid of the second-order derivatives. As we shall presently see, the
latter choice is commonly preferred.

In any case, the Eqs. (2.7) may be used to calculate the values of wj , j = 1, ..., N . The function
that describes the shape of the approximate solution (with the N free parameters) is known as the
trial function. It describes a possible (candidate, trial) shape of the approximate solution; which
becomes the solution once the values of the free parameters are known.

Fig. 2.4. Piecewise linear trial function

2.5 Shifting derivatives

Substituting for the balance residual, we get two terms

∫ L

0
ηj(x)rB(x) dx =

∫ L

0
ηj(x)Pw′′(x) dx+

∫ L

0
ηj(x)q(x) dx . (2.8)

Integration by parts may be applied to the first term on the right-hand side using the identity

(ηjPw′)
′
= ηj

′Pw′ + ηjPw′′

and integrating from 0 to L we obtain for the left-hand side

∫ L

0
(ηjPw′)

′
dx = [ηjPw′]

L
0 = ηj(L)Pw′(L)− ηj(0)Pw′(0)

Therefore we see that we can replace the term with the second derivatives as

∫ L

0
ηjPw′′ dx = ηj(L)Pw′(L)− ηj(0)Pw′(0)−

∫ L

0
ηj

′Pw′ dx . (2.9)

This does the trick: the second derivatives are gone from the trial function w. All that is left are
first derivatives, and the piecewise linear functions that we spoke about are now acceptable.

2.6 Essential boundary condition

We also must satisfy the essential boundary condition (2.2). We may realize that at the left-hand end
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natural boundary condition

• direct control of 
derivative not 
feasible 

• introduce residual

2.7 Natural boundary condition 17

will need to put up with an imbalance (residual) rF at x = L where the natural boundary condition
is applied

rF = −Pw′(L) + FL . (2.10)

We may take a list from the book written for the balance residual: multiply the residual with a test
function and integrate. In this case integration means integrate over the boundary at x = L, that’s
where rF “lives”. Since we have taken ηj(x) for the balance residual, we may take the same function
here, evaluated on the boundary. Therefore the weighted residual for the natural boundary condition
may be written as

ηj(L)rF = ηj(L)(−Pw′(L) + FL)

Unfortunately, we cannot just set

ηj(L)rF = ηj(L)(−Pw′(L) + FL) = 0 (2.11)

There are two ways in which this could happen: either the parenthesis is identically zero (which as
we said above is in general not going to happen), or we choose ηj(L) = 0. The latter is not helpful
however: all it means is that the force FL does not play any role in the solution, and that is definitely
not what we want. So we cannot keep the natural boundary condition in a weighted residual of its
own. Over the years, the following clever manipulation was developed to resolve this dilemma: note
that ηj(L)Pw′(L) appears both in (2.9) and in the natural boundary condition weighted residual
equation above. Therefore, we add the two equations (2.8) and (2.11), and introduce (2.9) to give

∫ L

0
ηj(x)rB(x) dx+ ηj(L)rF =

ηj(L)Pw′(L)− ηj(0)Pw′(0)−
∫ L

0
ηj

′Pw′ dx+

∫ L

0
ηj(x)q(x) dx+ ηj(L)(−Pw′(L) + FL) = 0 ,

(2.12)

where the underlined terms cancel, and the expression simplifies to

∫ L

0
ηjrB dx+ ηj(L)rF =

−ηj(0)Pw′(0)−
∫ L

0
ηj

′Pw′ dx+

∫ L

0
ηjq dx+ ηj(L)FL = 0 ,

(2.13)

So far so good. We have combined the balance residual with the natural boundary condition residual
to obtain an expression which has only the first-order derivatives on the test and the trial functions,
and which incorporates the given force FL.

Unfortunately, there is one more snag: At the left-hand side end of the wire (at the pin support)
the value of the force (−Pw′(0)) is unknown – it is a reaction. We would prefer not to have this
force in the weighted residual. We do have the option of requiring that ηj vanish at x = 0, and thus
eliminate (−Pw′(0)). This will burden all the test ηj ’s with a condition, ηj(x = 0) = 0, but that is
something we can probably afford. At this point we will require all test functions to become zero
where the essential boundary conditions are prescribed (x = 0). Later we will relax this condition
since for some applications it is worthwhile to be able to compute reactions too.

In summary: We have satisfied the essential boundary condition by design of the trial function,
and the force boundary condition (2.10) was merged into the balance residual (which is by the way
why we call this the “natural” boundary condition: it appears naturally in the model equations).
Hence we will try to find the approximate solution w to satisfy the balance equation combined with
the natural boundary condition in the residual form

ηj(L)FL −
∫ L

0
ηj

′Pw′ dx+

∫ L

0
ηjq dx = 0, j = 1, ..., N , (2.14)
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stiffness matrix and load vector

18 Thermal and Stress Analysis with the FEM

where we subject the test and trial function to the conditions

ηj(x = 0) = 0, ηj ∈ C0, j = 1, ..., N ,

w(x = 0) = w̄0, w ∈ C0.
(2.15)

We write for the trial function w ∈ C0 and similarly for the test functions. This literally means that
the functions are continuous (C0 denotes the set of functions that are continuous on the real line);
that is a substitute for a more precise mathematical statement, but one that nevertheless ensures
that the integrals in (2.14) exist.

2.8 Stiffness matrix and load vector

Let us revisit the choice of the test and trial functions. As advertised in Section 2.4, we have been
able to change the requirements on the test and trial function: Their derivatives are now balanced–
only the first-order derivatives are needed for either. Therefore, the piecewise linear interpolation
function of Fig. 2.4 is now a possibility. However, we can still forge ahead while keeping our options
open. In this section we therefore still do not commit to a specific form of the trial and test function.

To describe the trial function, we will resort to a common technique in interpolation and approx-
imation literature which is to write the trial function as a linear combination of basis functions.
Therefore, let us assume that the trial function is written as

w(x) =
N∑

i=1

Ni(x)wi , (2.16)

where the wi’s are the coefficients of the linear combination (real numbers); these coefficients are
also called degrees of freedom . The Ni(x)’s are known (suitably chosen) basis functions. Note that
the number of terms N in the trial function matches the number of the test functions used. That is
because the number of unknowns needs to be matched to the number of equations available.

Substituting into (2.14), we obtain

ηj(L)FL −
∫ L

0
ηj

′P
N∑

i=1

Ni
′wi dx+

∫ L

0
ηjq dx = 0, j = 1, ..., N , (2.17)

which may be simplified to

ηj(L)FL −
N∑

i=1

(∫ L

0
ηj

′PNi
′ dx

)
wi +

∫ L

0
ηjq dx = 0, j = 1, ..., N

ηj(x = 0) = 0, ηj ∈ C0, j = 1, ..., N , w(x = 0) = w̄0, w ∈ C0. .

(2.18)

With the definitions

Kji =

∫ L

0
ηj

′PNi
′ dx , (2.19)

and

Lj = ηj(L)FL +

∫ L

0
ηjq dx (2.20)

we may write (2.18) in the form

N∑

i=1

Kjiwi = Lj , j = 1, ..., N (2.21)
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background
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opportunities

• one-to-one comparison to 
experiment 

• verification of constitutive 
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• research and knowledge 

• influence of microstructural 
parameters 
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finite strain kinematic framework

reference coordinates

deformed coordinates

y = Fx+ e
w

@y

@x
= F +

@ ew
@x

F = F + e
F



spectral method

225

methodology

linear reference material

P(x) = f(x,F, Ḟ,v)• arbitrary rate-dependent 
constitutive law 

• linear comparison 
material of stiffness

P(x) = AF(x) +P(x)� AF(x)| {z }
= AF(x) + ⌧ (x)

polarization 
field
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static equilibrium
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• divergence-free 
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• transformation 
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static equilibrium

• equilibrium 
condition 

• equivalent to 

• “acoustic tensor”

0 =
n

A [�(k)⌦ ik] + ⌧ (k)
o

ik

A [�(k)⌦ k]k = ⌧ (k) ik

A(k)�(k) = ⌧ (k) ik for all k 6= 0

A(k)a = A [a⌦ k]k
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methodology

equilibrated deformation map

�(k) =

(
A(k)�1⌧ (k) ik if k 6= 0

�(0) if k = 0

A(k)�(k) = ⌧ (k) ik for all k 6= 0
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methodology

equilibrated deformation gradient

�(k) =

(
A(k)�1⌧ (k) ik if k 6= 0

�(0) if k = 0

F(k) =

(
�A(k)�1⌧ (k) (k⌦ k)

F(0)

=

(
��(k) ⌧ (k) if k 6= 0

F if k = 0
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methodology

iterative algorithm

F(k) =

(
��(k) ⌧ (k) if k 6= 0

F if k = 0

e
F(x) = ��(x) ⇤

h
P(F(x))� AF(x)

i

= ��(x) ⇤P(F(x)) + �(x) ⇤ [AF(x)]| {z }
= ��(x) ⇤P(F(x)) + e

F(x)

⌧ = P� AF
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methodology

iterative algorithm

{F(x)}n+1 = {F(x)}n � F�1

 (
�(k) {P(k)}n if k 6= 0

�
F

 
n
� {FBC}n+1 if k = 0

!

e
F(x) = ��(x) ⇤P(F(x)) + e

F(x)• fix-point iteration

{FBC}n+1 =
�
F
 
0
+ ḞBC �t�

⇢
@F

@P

�

n

��
P
 
n
�PBC

�
• boundary 

condition



spectral method

232

exemplary results

comparison between FEM and spectral method

• load case

x

y

z



spectral method

233

comparison between FEM and spectral method

• mesh 
convergence of 
volume-average 
response

Fyz

P y
z /

 M
Pa

0 0.05 0.1 0.15 0.2
40

45

50

55

FEM spectral

method

163

323

643

163

323–2563

exemplary results



spectral method

234

comparison between 
FEM and spectral method

Author's personal copy

fields in FOURIER space. These fluctuations are most easily discernible at the highest spatial resolutions, i.e., 128 3 and 256 3 (right
column of Figs. 6–8).

The overall spatial variability of each spectral method solution is appreciably larger than that of the correspondi ng FEM at 
a given mesh/grid resolution—most obviously with respect to deformation (see Fig. 6). This, however, seems not to be pre- 
dominantly related to the aforementi oned high-frequency numerical fluctuations, but be a feature of the actual solutions. A
typical example for this characteristic is the area of high shear deformat ion emanating from close to a grain boundary into 
two neighbori ng grains (see light arrows in Fig. 6). The spectral method solutions reveal this region of intense localized 
deformation (and many more, close to other grain boundari es) already from the lowest resolution, while the FEM solutions 
only start to suggest the true intensity of such features at the 64 3 discretizatio n.

It is noteworthy that the spectral solutions are qualitatively the same from the lowest grid resolution on, and change 
quantitative ly only to a small extent, owing to finer details being captured at higher spatial resolutions. This can clearly 
be seen when following the evolution of the deformed geometry with grid resolution. On the other hand, the FEM solutions,
for example, only start to show a protrusion of the right vertical edge in the 64 3 case, but not at lower resolutions (dark ar- 
rows in Fig. 6a). In contrast, all spectral method solutions show virtually identical geometri es between 16 3 and 256 3 (dark
arrows in Fig. 6b). The low-stress spots related to a small grain sitting close to the lower-right corner of the grain aggregate 
and a companion larger one above it (see arrows in Fig. 7b) may serve as another example of the consisten cy across reso- 
lutions of the spectral results. This persistent feature is already present in the 16 3 spectral case, but only starts to emerge 
in FEM between the 32 3 and 64 3 resolutions. Practically all features that can be observed at the 256 3 resolution are already 
discernible in the 32 3 spectral case. The correspond ing 32 3 element FEM results lack fidelity and appear much more ‘blurred’.

(a) Finite element method simulation

0 0.4

163 crystallites

323 2563

643 1283

(b) Spectral method simulation

Fig. 6. Local shear deformation gradient Fyz at average shear deformation of Fyz ¼ 0:2 mapped onto deformed configuration. Light arrow: intense shear 
emanating from close to a horizontal grain boundary into neighboring grains. Dark arrow: geometry evolution in FEM in contrast to essentially constant 
geometry for spectral method.

P. Eisenlohr et al. / International Journal of Plasticity 46 (2013) 37–53 45
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In contrast to the almost stationary appearance of the spectral results, the FEM solutions exhibit a continuing evolution 
between resolutions 16 3 and 64 3. A hypothetical converged FEM solution, which would require a resolution significantly lar- 
ger than 64 3, is likely to fall close to the most highly resolved spectral result. This, together with the other characterist ics 
mentioned above, supports the observation that the predicted mechanical response is virtually converge d for spectral cal- 
culations exceeding a resolution of about 32 3, while the FEM method requires resolutions significantly larger than 64 3 to
reach ultimate convergence.

Finally, a close inspection reveals that the spectral results show peculiar oscillations of the predicted field at some loca- 
tions (for instance, within the upper left grain highlighted in Fig. 8b). These oscillations are not present in the correspond ing 
FEM simulations and their wavelength decreases by a factor of two for each doubling of the grid resolution. The origin of 
these oscillations is presently not clear and will be part of a future investigatio n.

4.2.3. Compatibility 
This section compares the incompatibil ity of the (discrete) deformation gradient field FðxÞ resulting from the FEM and 

spectral method simulations . We quantify incompatibil ity as the FROBENIUS norm of the finite-strain incompatibil ity tensor,
i.e.,

Inc :¼ kCurl FðxÞkF ¼ kFðxÞ $rkF: ð21Þ

The curl of the deformat ion gradient field is conveniently calculated in FOURIER space as 

(a) Finite element method simulation

0 0.1 GPa

163 crystallites

323 2563

643 1283

(b) Spectral method simulation

Fig. 7. Local first PIOLA–KIR CHHOFF shear stress Pyz at average shear deformation of Fyz ¼ 0:2 mapped onto the deformed configuration. Arrows highlight two 
examples of low-stress grains within the aggregate that are captured at all resolutions for the spectral method but emerge for the FEM only at higher 
resolution.

46 P. Eisenlohr et al. / International Journal of Plasticity 46 (2013) 37–53
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a b s t r a c t

A viscoplastic approach using the Fast Fourier Transform (FFT) method for obtaining local
mechanical response is utilized to study microstructure–property relationships in compos-
ite materials. Specifically, three-dimensional, two-phase digital materials containing iso-
tropically coarsened particles surrounded by a matrix phase, generated through a Kinetic
Monte Carlo Potts model for Ostwald ripening, are used as instantiations in order to calcu-
late the stress and strain-rate fields under uniaxial tension. The effects of the morphology
of the matrix phase, the volume fraction and the contiguity of particles, and the polycrys-
tallinity of matrix phase, on the stress and strain-rate fields under uniaxial tension are
examined. It is found that the first moments of the stress and strain-rate fields have a dif-
ferent dependence on the particle volume fraction and the particle contiguity from their
second moments. The average stresses and average strain-rates of both phases and of
the overall composite have rather simple relationships with the particle volume fraction
whereas their standard deviations vary strongly, especially when the particle volume frac-
tion is high, and the contiguity of particles has a noticeable effect on the mechanical
response. It is also found that the shape of stress distribution in the BCC hard particle phase
evolves as the volume fraction of particles in the composite varies, such that it agrees with
the stress field in the BCC polycrystal as the volume of particles approaches unity. Finally, it
is observed that the stress and strain-rate fields in the microstructures with a polycrystal-
line matrix are less sensitive to changes in volume fraction and contiguity of particles.

! 2010 Elsevier Ltd. All rights reserved.

1. Introduction

It is well known in Materials Science that the properties of materials are a function of their microstructural parameters. In
studying microstructure–property relationships, it is crucial to map the microstructural parameters obtained from materials
characterization to the desired materials property. Conventionally, materials characterization is based on data obtained from
two-dimensional plane sections because of the opacity of most crystalline materials. However, many problems related to the
properties of materials are three-dimensional in nature (Becker and Panchanadeeswaran, 1995; Lin et al., 1995; Patton et al.,
1998; Shan and Gokhale, 2001; Suresh, 1998) because most materials of technological relevance have a polycrystalline or
multi-phase structure with significant complexity in the spatial arrangement of their microstructural units. Even though
stereology (Underwood, 1970) can be used to deduce the three-dimensional microstructure from conventional
two-dimensional characterization, its statistical approach inevitably requires various spatial and morphological assumptions
about the structural units. For example, even though the contiguity of particles can be easily measured in two-dimensional

0749-6419/$ - see front matter ! 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ijplas.2010.09.002
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Fig. 3. Two contrasting microstructures used for instantiation of the simulations: (a) a microstructure from the coarsening simulation with particle volume
fraction of !0.6; (b) a modified single-phase polycrystal (‘‘disordered” microstructure) wherein about 40 vol% of grains have the properties of the matrix
phase. (c) and (d) are the corresponding stress fields, and (e) and (f) are the strain-rate fields from the simulation of uniaxial tension in the coarsened and
modified polycrystal microstructures, respectively (each of stress and strain-rate scale bars is shown only once). Note the drastic difference in morphologies
of two microstructures and its effect on stress and strain-rate fields. The arrows indicate the direction of applied uniaxial tension.

Table 1
Results from the property simulation on both the coarsened microstructure (Fig. 3(a)) and the ‘‘disordered” microstructure (Fig. 3(b)). Note that the difference
in morphologies of two microstructures has a drastic influence on relative activities of the two phases.

Coarsened microstructure Disordered microstructure

Particle Matrix Particle Matrix

# Particles 2029 2041
Avg. vol. particles 618.32 (in voxel) 702.27 (in voxel)
Particle contiguity 0.2164 0.7987
Volume fraction 0.5982 0.4018 0.5988 0.4012
Macroscopic stress of the composite 1.893 (in a.u.) 2.061 (in a.u.)
Relative activity 0.405 0.595 0.567 0.433

714 S.-B. Lee et al. / International Journal of Plasticity 27 (2011) 707–727

• percolating vs 
granular matrix 

• stress 

• strain rate
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• different 
contiguity 

• stress 

• strain rate

and the results of the corresponding strain-rate analysis are summarized in Table 5. The figures suggest, qualitatively, that
there are more hot spots in strain-rate in the low contiguity microstructure. While the average strain-rate and its standard
deviation for the particle phase are insensitive to changes in the contiguity between particles, the average strain-rate for the
matrix phase are by !8.4% larger in the microstructure with low contiguity of particles. This tendency is especially obvious
for the standard deviation of strain-rate in the matrix phase in the low particle contiguity microstructure (37.0% increase).

This trend is reasonable because, as the contiguity of particles decreases during coarsening, more complete wetting of
particles by the matrix phase occurs. In other words, coarsening results in a percolating network of well-developed thin ma-
trix channels at particle/particle boundary regions, giving longer paths in space along which the matrix phase can stretch
out, which results in a higher average strain-rate in the matrix phase for the microstructure with the low particle contiguity
and more hot spots in the matrix phase. However, some cold spots are still present locally in the microstructure, when

Fig. 7. Cross-sections of microstructures having (a) high particle contiguity and (b) low particle contiguity in Fig. 6 under uniaxial tension and the
corresponding stress fields ((c) and (d)), and strain-rate fields ((e) and (f)) (each of stress and strain-rate scale bars is shown only once).

718 S.-B. Lee et al. / International Journal of Plasticity 27 (2011) 707–727
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simulations for the particle volume fraction of !0.8 are summarized in Fig. 10 as an example. Note that the standard devi-
ation of strain-rate in the matrix phase is very sensitive to the contiguity of particles and decreases linearly as the particle
contiguity increases.

4.2.3. Effect of morphological change on the stress distribution in particles
In the previous section, we observed that the stress distribution of the particle phase in the composites under uniaxial

tension is weakly dependent on contiguity. This interesting trend prompted an examination of the dependence of the stress
distribution of the particles on their volume fraction. Fig. 11 shows the variation in the stress distribution of the hard BCC
particle phase under uniaxial tension as a function of the particle volume fraction. Also, two more cases are considered and
compared to the results from the composite microstructures: (1) FFT plasticity simulation on a polycrystal under uniaxial
tension, having !2500 BCC grains with random texture, with several different viscoplasticity exponents n = 10, 20, 30 and
40; and (2) rate-insensitive Taylor factor calculation for 643 random orientations with BCC structure under uniaxial defor-
mation. The latter calculation was performed with the commercial OIM™ software package. For composite and BCC poly-
crystal cases, the microstructures with different particle volume fractions were chosen such that the number of particles
was similar (!2000) and, hence, the average size and the contiguity of particles increases as the particle volume fraction in-
creases. Since a threshold resolved shear stress of 1.0 was used for all slip systems of BCC particles during simulations and
assuming that the local Taylor factor in the BCC particles/grains from simulations is equal to local von Mises equivalent stress
divided by the threshold stress, it is sensible to compare the stress distribution in the particles from simulations to that of
Taylor factors of isolated BCC voxels in order to see the effect of the morphology of microstructures and the particle volume
fraction on the stress distribution in the particles. The main result is a drastic but smooth transition of the stress distribution
in the BCC particles with increasing particle volume fraction. At high volume fractions, the distribution tends to be towards
that calculated for the BCC polycrystal. As the particle volume fraction increases, the average stress of the particles increases
as noticed before, which results in the shift of the distribution curve to the right. At the microstructural scale, as the particle
contiguity increases with increasing volume fraction, particles in soft orientations are no longer shielded by the softer matrix
phase and load is transmitted to particles in harder orientations (i.e., at higher stresses). This provides a simple explanation
for the changes in skewness from left to right as the particle volume fraction increases.

However, the distribution of Taylor factors from the 643 isolated BCC voxels is quite different from that of the FFT sim-
ulation on the same voxels in a 64 " 64 " 64 simulation domain. This is because of the effect from the neighbors on the
stress and strain-rate state for each voxel during the FFT simulation. Note that, as n increases, the results from the BCC poly-
crystal case evolve toward to match the distribution of Taylor factors when those 643 voxels are isolated with no neighboring
interactions, such that the frequencies over the bins with both large and small stress values become higher while those over
the intermediate bins get lower.

4.2.4. Single crystal versus polycrystal matrix
Up to this point, the matrix phase has been treated as an FCC single crystal having a single orientation (‘‘cube” orienta-

tion). In reality, however, the matrix phase solidifies after liquid-phase sintering and is polycrystalline, as previously men-
tioned. In this section, we examine the effect of polycrystallinity of matrix on the stress and strain-rate fields under uniaxial
tension.

Fig. 10. Average strain-rate and its standard deviation of both particles and matrix phase in the microstructures from coarsening simulation with particle
volume fraction of !0.8 as a function of contiguity of particles. Note that the standard deviation of strain-rate decreases strongly in a linear fashion in the
matrix with increasing particle contiguity.

S.-B. Lee et al. / International Journal of Plasticity 27 (2011) 707–727 721
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limitations

• periodic structure 

• high property contrast 

• strongly heterogeneous 
deformation

solution

• low-stiffness gaps 

• alternative formulations 

• regridding
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homework

• finalize lab assignments of April 11 and 18 

• due date April 27 (Sunday)
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file transfer

mesh convergence (lab April 11)

• make a directory at 
/egr/research/CMM/MSE991/
SpectralMeshConvergence/$USER 

• copy 

• *.geom files of 20 and 40 grain structure 

• material.config 

• loadcase file 

• *.spectralOut binary result file
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file transfer

kinematic variability in 3D and 2D (lab April 18)

• make a directory at 
/egr/research/CMM/MSE991/
VariabilityColumnarEquiaxed/$USER 

• copy 

• *.geom files of equiaxed and sliced structures 

• material.config 

• loadcase file 

• *.spectralOut files of all five simulations
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convergence of basic scheme

• spectral radius of 
“Gamma” operator 

• distance to fix point 

• rate of convergence 
proportional to contrast 
factor

linear elastic media

C(x)R =

maxC(x)�minC(x)
maxC(x) + minC(x)

Michel, J. C., Moulinec, H., & Suquet, P. (2001). 
A computational scheme for linear and non‐
linear composites with arbitrary phase contrast. 
Int. J. Numer. Meth. Engng., 52(12), 139–160.

✏ / RN
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microstructure

dual-phase steel example
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body force compatibility

basic spectral scheme

dual-phase steel example
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body force compatibility

dual-phase steel example

Augmented Lagrangian spectral scheme
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arbitrary rate-dependent constitutive law

P(x) =
�W

�F(x)
= f(x,F, Ḟ, ⇠)

first Piola–
Kirchhoff 

stress

internal 
variables

strain energy 
density 

functional
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direct variational formulation

min
�

W =) DivP(x) = F�1 [P(k) ik] = 0

cF [�(k)] := P(k) ik = 0

residual 
body force 

field

inv. Fourier 
transform
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direct variational formulation

try to find that deformation map 
which causes the same body force 

field in a linear homogeneous 
reference medium

cF [�(k)] := P(k) ik = 0
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direct variational formulation

reference 
stiffness

body force field 
in reference 

material

cP [�(k)] := A [�(k)⌦ ik] ik = A(k)�(k) = 0

P(x) = AF(x) = AGrad�

deformation map in 
reference material

acoustic 
tensor
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direct variational formulation

deformation map 
in reference 

material

cP�1 cF [�(k)]⌦ ik =
h
A(k)�1P(k) ik

i
⌦ ik = 0 8k 6= 0

deformation 
gradient in 

reference material

cFdirect [F(k)] := �(k)P(k) = 0 8k 6= 0

body force field in 
heterogeneous material
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mixed variational formulation

min

F
W subject to F = Grad�

L[F,�,⇤] = W

+

Z

B0

F(x)⇤(x) · [Grad�(x)� F(x)] dx

+
1

2

Z

B0

[Grad�(x)� F(x)] · A [Grad�(x)� F(x)] dx

Lagrange 
multiplier

penalty
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mixed variational formulation

�L
�F(x)

= P(x)� F(x)⇤(x) + A
n

F(x)�Grad�(x)
o

= 0,

�L
��(x)

= Div
h

F(x)⇤(x)� A
n

F(x)�Grad�(x)
oi

= 0,

�L
�⇤(x)

= Grad�(x)� F(x) = 0.

solution corresponds to saddle point
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mixed variational formulation

P(k)�⇤R(k) + A
n

F(k)� �(k)⌦ ik
o

= 0

�(k) = A(k)�1
n

AF(k)�⇤R(k)
o

ik

�(k)⌦ ik� F(k) = 0

saddle point condition in Fourier space
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mixed variational formulation

cF
mixed

[F(k),⇤(k)] :=

8

>

<

>

:

P(k)�⇤
R

(k) + A
n

F(k)� �(k)
n

AF(k)�⇤
R

(k)
oo

F(k)� �(k)
n

AF(k)�⇤
R

(k)
o

9

>

=

>

;

= 0

saddle point
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discretization

root finding algorithm • non-linear Richardson 

• non-linear GMRES 

• inexact Newton-GMRES

• regular spatial grid 

• associated Fourier grid



1

101

102

103

10-8 10-6 10-4 10-2 1 102 104

Basic

Basic (filtered)

Polarisation

Lagrange
multiplier

stiffness contrast

ev
al

ua
tio

ns

non-linear
GMRES

spectral solver — versatility

259

1

10
1

10
2

10
3

Basic

Basic (filtered)

Polarisation

Lagrange

multiplier

e
v

a
lu

a
ti

o
n

s

inexact

NEWTON-GMRES

1

101

102

103

Basic

Basic
(filtered)

Polarisation

Lagrange
multiplier

ev
al
ua
tio
ns

non-linear
RICHARDSON

elastic inclusion problem

• isotropic elasticity 

• 2048 x 2048 

• uniaxial tension
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http://www.mathpages.com/home/kmath330/kmath330.htm
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